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Preface

This report describes of a study on future long-term climate change. A combination of Earth system 
modelling techniques has been used to simulate the possible evolution of future climate (surface 
air temperature and precipitation) over the next 1 million years for a range of anthropogenic carbon 
dioxide emissions scenarios. In addition, projections of future glacial periods, including periods with 
ice sheet coverage over the Forsmark and Olkiluoto regions, have been made. 

The study was conducted by Natalie Lord (University of Bristol), Daniel Lunt (University of Bristol), 
and Mike Thorne (Mike Thorne and Associates Limited). Johan Liakka (SKB) provided input to the 
modelling approach. The study constituted a joint venture between Posiva OY and SKB.  

The results from the study are relevant for assessments of long-term repository safety for the planned 
spent nuclear fuel repository at Forsmark, the existing repository for short-lived low- and intermediate 
level waste at Forsmark (SFR), and the planned repository for long-lived low level waste (SFL). As 
such, the results will be used, together with other scientific information, for constructing long-term 
climate scenarios to be used in future SKB safety assessments. In addition, the results will be used to 
estimate e.g. the amount of future glacial erosion at the Forsmark site, when combined with results 
from a dedicated glacial erosion study.

The report manuscript was scientifically reviewed by Dr. Marie-France Loutre, PAGES International 
Project Office, Bern, Switzerland and Dr. Andrey Ganopolski, Potsdam Institute for Climate Impact 
Research (PIK), Germany. Input to an earlier version of the manuscript was provided by Johan 
Liakka and Jens-Ove Näslund (SKB).

Stockholm, November 2019

Jens-Ove Näslund 
Coordinator Climate Research Programme SKB
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Abstract

The extended timescales involved in the decay of radioactive wastes to safe levels mean that 
geological disposal facilities must continue to function effectively long into the future. It is therefore 
essential to consider long-term climate evolution in post-closure safety assessments in order to 
evaluate a geological disposal system’s response to, and robustness against, a variety of potential 
environmental changes. In this report, a combination of Earth system modelling techniques has been 
used to simulate the possible evolution of future climate over the next 1 million years (Myr) for a 
range of anthropogenic carbon dioxide (CO2) emissions scenarios. Two of these models calculate 
future changes in variables that drive climate variations: a carbon cycle impulse response function is 
used to project the future evolution of atmospheric CO2 concentration in response to anthropogenic 
CO2 emissions, and a conceptual model estimates future changes in global sea level (GSL; as a proxy 
for the glacial-interglacial cycles) forced by orbital and atmospheric CO2 variations. A statistical 
climate emulator is then used to project the future evolution of a number of climate variables forced 
by atmospheric CO2 concentration, orbital variations, and global ice sheet volume changes. Finally, 
a bias-correction downscaling technique is applied to increase the spatial resolution of the climate 
projections, with a focus on the regions surrounding the Forsmark site in Sweden and the Olkiluoto 
site in Finland. This is also compared to an alternative physical-statistical downscaling technique 
in order to assess the uncertainty in the downscaled projection. In order to evaluate the modelling 
approach, climate of the last 800 kyr was reproduced and the results compared to palaeo climate data 
from various regions. The results from the emulator were found to be in generally good agreement 
with the palaeo data.

Future climate is shown to vary in response to the CO2 (both anthropogenic and natural) and orbital 
forcings. The period of anthropogenic CO2 emissions in each emissions scenario is accompanied by 
a period of warming (along with associated climate changes) which lasts for up to 50 thousand years 
(kyr) into the future. This is followed by an increased dominance of orbital forcing on climate, and 
fluctuations between interglacial and glacial states. The results suggest that the timing of the next 
glacial inception, which is a key climate issue in safety assessments performed for the Forsmark and 
Olkiluoto sites, may be strongly affected by anthropogenic CO2 emissions. Scenarios with relatively 
low emissions are projected to undergo glacial inception in ~ 50 kyr (from present), whilst relatively 
high emissions are suggested to extend the current interglacial for approximately 170 kyr after 
present-day. However, if the first occurrence of ice sheet coverage at the Forsmark and Olkiluoto 
sites is considered, these timescales are even longer, being ~ 100 kyr AP and more than 400 kyr AP, 
respectively. It should be noted that, based on a comparison of the emulator results with a previous 
proxy data and model reconstruction of the Last Glacial Maximum, the SAT projections for glacial 
conditions in the region of the sites that are presented in this report are potentially cold-biased by 
1 to 3 °C; i.e. if the palaeoclimate that was reconstructed using proxy data and models is correct then 
the local cooling and associated impacts (e.g. permafrost) may not be quite as severe as projected 
in this report. The data presented here can be utilized to inform further modelling studies (e.g. 
landscape, permafrost, surface denudation, etc.) performed as part of a post-closure performance 
assessment for a radioactive waste repository.
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Sammanfattning

De långa tidsskalorna som är förknippade med sönderfall av radioaktivt avfall innebär att slutförvar 
för använt kärnbränsle och annat radioaktivt avfall måste vara säkra över mycket långa tider framöver. Mot 
bakgrund av detta är det viktigt att ta hänsyn till hur klimat och klimatrelaterade processer kan komma att 
variera under dessa tidsskalor. I denna rapport används en kombination av olika numeriska modeller 
med syfte att simulera den potentiella klimatutvecklingen under de kommande en miljon åren för 
olika scenarier av antropogena utsläpp av koldioxid (CO2). Två av dessa modeller beräknar framtida 
variationer i variabler som ger upphov till klimatförändringar: en impuls-respons funktion för kolets 
kretslopp används för att uppskatta framtida koncentrationer av CO2 i atmosfären som en följd av de 
antropogena CO2-utsläppen och en konceptuell modell för att uppskatta framtida variationer i global 
havsnivå kopplat till framtida istidscykler. Därefter används en statistisk s.k. klimatemulator för att 
simulera den resulterande framtida klimatutvecklingen till följd av variationerna i CO2-koncentrationen i 
atmosfären, variationer i Jordens bana runt solen (vilket styr instrålningen mot jord ytan) och förändringar 
i den globala volymen av is hos jordens inlandsisar och glaciärer. Slutligen används en metod kallad 
bias-correction downscaling för att interpolera det simulerade klimatet från emulatorn till en högre 
rumslig upplösning och därmed erhålla en mer detaljerad representation av klimatet vid regionerna 
runt platserna Forsmark i Sverige och Olkiluoto i Finland. Denna metod jämförs sedan med en 
alternativ interpoleringsmetod, physical–statistical downscaling, för att uppskatta osäkerheterna i 
interpoleringen från lägre till högre upplösning. För att utvärdera modellernas tillförlitlighet jämförs 
också det simulerade klimatet för de senaste 800 000 åren med oberoende data på historiska klimat-
förändringar från olika platser i världen. Resultatet från denna jämförelse visar att det simulerade 
klimatet i allmänhet har en god överensstämmelse med historiska klimatdata.

Resultaten från studien visar att det framtida klimatet kommer att variera med hänsyn till (både 
antropogena och naturliga) variationer i CO2 och variationer i instrålning orsakade av förändringar 
i Jordens bana runt solen. Antropogena CO2-utsläpp resulterar i en uppvärmning som dominerar 
klimatutvecklingen i upp till 50 000 år in i framtiden. Efter detta får variationer i Jordens banpara-
metrar en ökad betydelse för klimatutvecklingen och växlingarna mellan varma interglaciala och 
kalla glaciala perioder. Resultaten från studien visar att starten av nästa glaciation, som är en viktig 
fråga i säkerhetsanalyserna för platserna Forsmark och Olkiluoto, är starkt kopplad till mängden 
antropogena CO2-utsläpp. I scenarier med låga antropogena CO2-utsläpp börjar nästa glaciation 
om cirka 50 000 år, medan höga utsläpp förväntas förlänga den nuvarande interglacialen till cirka 
170 000 år efter nutid. Vad beträffar första nedisningen vid platserna Forsmark och Olkiluoto så för-
skjuts dessa tidpunkter ännu längre in i framtiden: till cirka 100 000 år efter nutid för låga utsläpp och 
drygt 400 000 år efter nutid för höga utsläpp. I denna studie görs även en jämförelse av det simulerade 
klimatet med oberoende data från senaste glaciala maximat. Denna jämförelse visar att den simulerade 
framtida utvecklingen av lufttemperaturen vid markytan under glaciala förhållanden är cirka 1 °C till 
3 °C lägre än andra oberoende data. Data från denna studie kan i sin tur användas som input i andra 
modelleringsstudier (t.ex. i landskaps-, permafrost- eller denudationsmodellering) vilka utgör viktiga 
delar av analysen av långsiktig säkerhet efter förslutning av de olika slutförvaren.
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1 Context

1.1 Background
Posiva is responsible for the final disposal of spent nuclear fuel from the Loviisa and Olkiluoto 
power plants in Finland, and Swedish Nuclear Fuel and Waste Management Company (SKB) is 
responsible for the handling of all nuclear waste produced within Sweden. In 2000, Olkiluoto Island 
in south-western Finland was selected as the site for final disposal in a deep geological repository. 
The Forsmark site in south-central Sweden was selected as the location of the spent nuclear fuel 
repository in 2009. 

The significant timescales involved in the decay to safe levels of radionuclides incorporated in 
radioactive wastes means that geological disposal facilities containing low- and intermediate-level 
wastes must continue to function effectively for up to 100 kyr. For high-level wastes, including spent 
nuclear fuel, repositories must remain functional for up to 1 Myr (e.g. SKB 2011). It is therefore 
essential to consider long-term climate evolution in post-closure performance assessments in order 
to evaluate a geological disposal system’s response to, and robustness against, a variety of potential 
environmental changes.

One such environmental change which is crucial to consider is the occurrence of future glacial 
and periglacial conditions. During past glaciations, the Fennoscandian ice sheet covered both the 
Olkiluoto and Forsmark sites, resulting in increased land surface erosion and changes to the hydro-
logical and hydrogeological regime in the areas. The formation of permafrost during periglacial 
conditions is also of interest, particularly regarding the depth below ground level to which it extends. 
In this context, major uncertainties relate to the impacts of anthropogenic CO2 emissions on climate, 
which are explored in the research presented here, and sea level, although this is beyond the scope of 
this report.

With this in mind, key questions related to long-term climate change at Olkiluoto and Forsmark 
include:

(Q1) When will the next glaciation occur? 

(Q2) How might future anthropogenic warming affect climate and the timing of the next glacial 
inception?

(Q3) Which climates are possible in the future and how do periglacial, glacial and interglacial 
climates affect the repositories (geosphere and biosphere)? 

This report, whose aims and scope are outlined below, will provide a contribution towards address-
ing some aspects of these questions.

1.2 Aims and scope
This report presents the results of new research into future climate change occurring over the next 
million years at the Olkiluoto and Forsmark sites.

Chapter 2 provides an introduction to the modelling of long-term (~1 Myr) climate change. This 
includes a discussion of the principal forcings of long-term climate change, primarily atmospheric 
CO2 and changes in insolation resulting from astronomical variations (Section 2.1); the climate 
feedbacks (both physical and biogeochemical) which mediate these forcings (Section 2.2); and a 
summary of previous relevant modelling studies of long-term climate evolution (Section 2.3).

A description of the methodology used to model long-term climate is given in Chapter 3, including 
the different models used, how they were developed, and the data that they produce. These models 
include a carbon cycle impulse response function used to project atmospheric CO2 concentration in 
response to anthropogenic CO2 emissions, a conceptual model which estimates future changes in 
global sea level forced by orbital and atmospheric CO2 variations, and a statistical climate emulator 
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used to project the future evolution of a range of climate variables forced by atmospheric CO2 
 concentration, orbital variations and global ice sheet volume changes. Palaeo-evaluation of the 
emulator is presented, based on comparing emulated climate changes over the last 800 kyr to palaeo-
proxy climate data, as a method of validating the emulator results. Details about the bias-correction 
and physical-statistical downscaling techniques that were applied to increase the spatial resolution of 
the emulated climate results are also provided.

Chapter 4 presents the results of the modelling of long-term future climate at Olkiluoto and Forsmark, 
including the emulator results and the downscaled climate projections. A number of anthropogenic 
CO2 emissions scenarios were adopted, with emissions ranging from zero up to a high-emissions 
scenario. The primary climate variables that are modelled are surface air temperature and precipita-
tion, although a wider range of climate variables have been modelled as part of the project. Climate 
changes occurring close to the Olkiluoto and Forsmark sites and in the wider European region are 
examined. 

A discussion of the results and comparison to previous studies is provided in Chapter 5, particularly 
relating to the initiation of the next glacial period. The possible implications of the simulated climate 
changes for a spent nuclear fuel repository at the sites are also discussed in this chapter. The results 
of a number of alternative downscaling techniques (including physical-statistical) are compared and 
the uncertainties discussed, along with the limitations of the overall modelling approach that has 
been adopted and the uncertainties associated with it. 

Finally, a summary of the report and the main conclusions is provided in Chapter 6, along with brief 
details of the further research that could be carried out following this report.
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2 Introduction to modelling of long-term 
climate change

As previously mentioned, the evolution of future climate is critical for the assessment of the safety 
of long-term disposal of nuclear waste in geological repositories. However, in contrast to climates 
that occurred in the past, no observational data exist for the future; as such, scientists are reliant 
entirely on models for their predictions, or, more correctly, alternative projections (or scenarios) 
under various assumptions, notably in respect to anthropogenic emissions of greenhouse gases. 
This necessitates a careful consideration of the uncertainties inherent in the projections, which 
encompass the evolution of atmospheric CO2 concentrations on both short (101–102 years) and 
long (104–106 years) timescales in response to carbon cycle processes, and the climatic response to 
CO2 and variations in Earth’s orbital parameters. In this chapter, a summary of the main forcings 
and feedbacks affecting future climate change occurring on timescales of up to 1 million years is 
provided (Sections 2.1 and 2.2). 

2.1 Forcings of long-term future climate change
2.1.1 Orbital parameters
On timescales of up to 1 Myr, the primary external forcing of the Earth system is variation in 
incoming solar radiation at the top of the atmosphere. This variation results from changes in the 
Earth’s astronomical parameters, which determine the seasonal and latitudinal distribution of 
incoming solar radiation (insolation). For example, Figure 2-1 (bottom panel; Berger 1978, Berger 
and Loutre 1991) illustrates fluctuations in insolation at 60 °N in June for the last 1 Myr. The key 
astronomical parameters are eccentricity (the extent to which the orbit of the Earth around the sun 
is elliptical), obliquity (the angle of the axis of rotation relative to the plane of the orbit of the Earth 
around the Sun), and the precession (the timing of aphelion or perihelion relative to the vernal equi-
nox). Due primarily to the gravitational effects of other bodies in the solar system, these three astro-
nomical parameters vary on timescales of ~ 400 kyr and ~100 kyr (eccentricity), ~ 40 kyr (obliquity), 
and ~ 20 kyr (precession). Precession and obliquity modify the latitudinal and seasonal distribution 
of incoming radiation but do not affect the total global annual mean insolation. Eccentricity affects 
both the distribution of radiation and the total amount of radiation (albeit to a small degree), and also 
modulates the precession parameter. 

For both the past and future, the development of the three orbital parameters (precession, obliquity 
and eccentricity) can be calculated with relatively little uncertainty for up to tens of millions of years 
(e.g. Laskar et al. 2004). For the next ~100 kyr, the eccentricity of the Earth’s orbit will be relatively 
low, which will reduce the impact of precessional changes and will result in obliquity having a 
greater influence on climate (e.g. Ganopolski et al. 2016). Minima in June insolation at 65 °N in 
the next 100 kyr occur at approximately 16, 53, 77 and 97 kyr after present (AP), making glacial 
inception more likely around these times. However, as will be discussed later, increased radiative 
forcing due to higher atmospheric CO2 concentrations may result in a delay in glacial inception for 
one glacial cycle or more. After 100 kyr in the future, the eccentricity forcing becomes stronger and 
precessional changes will begin to have greater influence.
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2.1.2 Atmospheric CO2

As a result of the astronomical forcing, Earth’s climate has swung between glacial and interglacial 
states over at least the last 1 Myr (Figure 2-1; middle panel; Lisiecki and Raymo 2005), despite the 
changes in orbital characteristics having a relatively modest impact on global annual mean radiative 
forcing. The reason for the large response is likely due to positive feedbacks in the Earth system 
that amplify the seasonal orbital forcing. The primary feedback is associated with the carbon cycle. 
Ice-core records indicate that glacial periods are associated with relatively low concentrations of 
CO2 (Figure 2-1; top panel; Lüthi et al. 2008) and methane (CH4). Whilst it is believed that several 
mechanisms are responsible for the CO2 changes associated with the glacial-interglacial cycles, they 
are not yet fully understood. Likely contributing effects are physical processes such as temperature 
dependence of the solubility of CO2 in the ocean, ocean circulation affecting the lifetime of CO2 in the 
ocean, and biogeochemical processes associated with the biological pump, such as iron fertilisation in 
the Southern Ocean increasing during glacial episodes (see Figure 6.5 of Ciais et al. 2013). Feedbacks 
associated with the carbon cycle are so poorly understood that it is common practice to consider CO2 
changes in the past as a forcing on the climate system, rather than a feedback, and to impose CO2 con-
centrations in long-term palaeoclimate simulations (e.g. Singarayer and Valdes 2010, Ganopolski and 
Calov 2011, Abe-Ouchi et al. 2013). Furthermore, anthropogenic emissions of CO2 provide a genuine 
external climate forcing. Therefore, for the remainder of this report, CO2 will generally be considered 
as a forcing on the climate system, although a simple approximation of the feedback between global 
temperature and atmospheric CO2 concentration is also calculated in Section 3.1.3.

Figure 2-1. Top panel: CO2 composite record for the last 1 Myr (Lüthi et al. 2008), and the observed annual 
average atmospheric CO2 concentration of 393.8 parts per million by volume (ppmv) in 2012 AD (www.esrl.
noaa.gov). High values of CO2 correspond to a warmer climate (interglacial state). Middle panel: Stack of 57 
benthic oxygen isotope (δ18O) records for the last 1 Myr (Lisiecki and Raymo 2005), which is used a proxy for 
global ice volume and temperature. High values of δ18O correspond to a colder climate (glacial state). Bottom 
panel: June insolation at 60 °N for the last 1 Myr and the next 100 kyr (Berger 1978, Berger and Loutre 
1991). Source: Taken from Figure 3.1 (p. 34) of MODARIA Working Group 6 (2016).

http://www.esrl.noaa.gov
http://www.esrl.noaa.gov
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There is a significant amount of uncertainty relating to the future evolution of atmospheric CO2 
concentration. Firstly, it is not possible to know how anthropogenic CO2 emissions will develop 
over the next few hundred years or longer in response to human activities, particularly combustion 
of fossil fuels, cement production and land use change. However, it is likely that, at least for the 
next few decades, CO2 will continue to be released to the atmosphere, and thus the atmospheric CO2 
concentration will continue to increase (IPCC 2013). CO2 emissions scenarios are often developed 
for use in modelling studies, based on different assumptions about future socioeconomic developments 
that aim to cover the range of possible futures. For example, the Fifth Assessment Report (AR5) 
of the Intergovernmental Panel on Climate Change (IPCC) uses four Representative Concentration 
Pathways (RCP’s), which describe changes in radiative forcing over time, and have different year 2100 
radiative forcing values, of 2.6, 4.5, 6.0 and 8.5 Watts per square metre (W m−2) (IPCC 2013). These 
pathways roughly represent low (RCP2.6), medium (RCP4.5 and RCP6.0) and high (RCP8.5) levels 
of anthropo genic climate forcing, and extensions to the scenarios also exist that project emissions to 
2300 AD (Meinshausen et al. 2011).

Secondly, there is uncertainty about the atmospheric lifetime of emitted anthropogenic CO2, related 
to how long it will remain in the atmosphere before it is removed by the natural carbon cycle, thus 
returning CO2 concentrations back towards pre-industrial values. There is increasing evidence that 
a significant proportion will remain in the atmosphere for very long timescales, due to its removal 
over tens to hundreds of thousands of years by a range of carbon cycle processes (Archer et al. 1997, 
Archer and Ganopolski 2005, Lenton and Britton 2006, Ridgwell and Hargreaves 2007). Transient 
simulations performed using Earth system Models of Intermediate Complexity (EMIC’s) containing 
representations of the long-term carbon cycle suggest that, even 10 kyr after CO2 emissions have 
ceased, between 15 and 30 % of emissions remain in the atmosphere following total cumulative 
emissions of approximately 200–5000 petagrams of carbon (Pg C; 1 Pg = 1015 g) (Eby et al. 2009). 
It is estimated that, neglecting natural carbon cycle variations, it may take up to 1 Myr or more for 
 pre-industrial CO2 values to be restored following an anthropogenic CO2 perturbation (Lenton and 
Britton 2006, Colbourn et al. 2015), with higher total emissions taking a greater amount of time to be 
removed. The long-term evolution of an atmospheric CO2 perturbation is found to be dependent on 
the total emissions released, rather than the rate of release (Eby et al. 2009), hence the amount of CO2 
released over the coming centuries will affect the lifetime of the perturbation. Based on current emis-
sions trends, CO2 originating from anthropogenic activities is expected to act as a significant forcing 
on climate for the next few tens of thousands of years or longer, in combination with variations in the 
orbital parameters. Notwithstanding this, it is also important to consider scenarios in which humanity 
carries out large-scale carbon-cycle geoengineering, in which anthropogenic CO2 is effectively 
reduced to zero, and the system follows a “natural” trajectory as it would have in the absence of 
human industrialisation.

A third source of uncertainty is associated with natural variations in the carbon cycle. In the absence 
of anthropogenic emissions, atmospheric CO2 concentrations have fluctuated over the past few 
million years, often demonstrating a strong correlation with temperature (Petit et al. 1999, Lüthi 
et al. 2008). During the late Quaternary, atmospheric CO2 has varied between ~180 and 280 ppmv 
on glacial-interglacial timescales (Petit et al. 1999, Siegenthaler et al. 2005, Lüthi et al. 2008), and 
it is expected that fluctuations will continue into the future, although of an unknown magnitude. 
For reference, pre-industrial concentrations of atmospheric CO2 were ~ 280 ppmv, and present day 
concentrations are just above 400 ppmv (Dlugokencky and Tans 2018).

2.1.3 Other forcings
Other external forcings include palaeogeographical (changes in topography and bathymetry due to 
plate tectonics) and solar luminosity changes, but these act on much longer timescales than 1 Myr 
and as such can be neglected (unless the period considered includes a significant change in ocean 
gateways, such as the closure of the Panama Seaway that occurred in the past). In addition, the 11-year 
sunspot cycle, and longer timescale luminosity changes, such as those associated with the Maunder 
Minimum, can also be neglected as they occur on timescales shorter than those of relevance here. 
A similar comment applies to volcanic forcing, although the possibility of a supervolcano occurring 
over the timescale of interest is non-zero. Finally, an underlying assumption of all our work is that 
after the fossil-fuel era, humans will no longer have any direct or indirect effect on climate change.
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2.2 Climate feedbacks
There are multiple feedbacks, both positive and negative, that mediate the climate system response 
to the orbital and CO2 forcings. 

As stated previously, over the last million years the Northern Hemisphere ice sheets (and the smaller 
Alpine, Himalayan and Patagonian glaciers) have fluctuated in approximate synchrony with CO2 
variations, paced by astronomical forcings. The link between orbital pacing and the glacial cycles 
is still not well understood, but the essence of Milankovic theory is thought to be broadly correct. 
That is, that the insolation in Northern Hemisphere summer is critical for determining the state of 
the Earth system, as this governs the likelihood of snow surviving summer ablation in regions where 
there is sufficient continental area to build up a large ice sheet. Thus, periods of low summer insola-
tion in the Northern Hemisphere are generally associated with increasing ice volume. However, the 
system is highly non-linear and state dependent; for example, the Last Glacial Maximum (LGM), 
one of the periods of greatest ice volume in the last 2 Myr, had similar astronomical forcing to the 
present day. These ice sheets play an important role in the atmosphere and ocean systems. They 
affect the radiation balance due to their high albedo (relative to vegetation or bare soil), affect 
atmospheric circulation directly by their height through modification of Rossby waves and due 
to their effect on temperature, affect precipitation due to their orography, and can also affect ocean 
properties and circulation through interaction with the atmosphere and through the input of fresh 
melt-water. In this report, changes in the ice sheets are represented (through modelling of global sea 
level, and prescription of appropriate extents and heights in a climate model), and the implications 
for the two sites are discussed.

Ocean circulation changes also play a role in the Earth system and their effect is important both for 
regional and millennial-scale variability. Of particular relevance to glacial changes are millennial 
scale variations in temperature, which are recorded in ice- and marine sediment cores, in particular in 
the North Atlantic region during the last glacial-interglacial cycle. Antarctic and Greenland ice-cores 
show a “bipolar seesaw”, whereby one pole warms as the other cools or remains at a steady tempera-
ture, before the pattern reverses (e.g. Broecker 1998, Stenni et al. 2010). The mechanisms behind 
these events are not fully understood and are not captured by all model simulations (e.g. Smith and 
Gregory 2012), but are likely linked to changes in ocean circulation and the strength of overturning 
in the North Atlantic (Wolff et al. 2009) associated with the inputs of freshwater resulting from the 
decay of ice sheets. The modelling techniques applied here do not include an interactive ice sheet 
model, meaning that the impacts of meltwater on ocean circulation are not considered. It is however 
unlikely that freshwater-driven changes would have a prolonged and significant impact on the pro-
jections of Fennoscandian climate at the timescales being considered here. For instance, proxy data 
covering the period from the LGM to present day show a number of abrupt and short-lived cooling 
events in the Northern Hemisphere. One theory is that these were caused by a weakening of ocean 
circulation in the North Atlantic due to a huge and sudden input of freshwater that occurred during 
the deglaciation of North America following the LGM (e.g. Broecker 2006), although other driving 
mechanisms have also been suggested. One such event was the Younger Dryas (YD), which occurred 
~12.9 kyr BP and lasted for approximately 1 kyr. During this period, proxy data and modelling 
studies suggest that SAT in the region of Fennoscandia was several degrees cooler than the relatively 
warm conditions preceding this, particularly during winter (Renssen and Isarin 2001), resulting in a 
return to periglacial conditions and the spread of vegetation typically found in cold climates (Vasari 
1999). A study by Schenk and Wohlfarth (2019) presented a slightly different reconstruction of 
 climate during the YD, based on analysis of multi-proxy palaeoclimate records from Europe and high-
resolution climate model simulations. Their results suggested that, whilst severe cooling occurred in 
spring, autumn, and winter during this period, summer temperatures in southern Sweden remained 
relatively high (≥16 °C) due to atmospheric blocking of westerly winds over the Fennoscandian ice 
sheet during summer. According to ice sheet modelling carried out by Patton et al. (2017) the cooling 
was accompanied by a “short-lived but dynamic re-advance” of the Fennoscandian ice sheet, lasting 
for approximately 600 years in the model. Following this, warming during the early Holocene forced 
terminal retreat of the ice sheet, which finally disappeared at ~ 8.7 kyr BP.
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Other processes such as changes in atmospheric dust likely played some role in shaping the exact 
nature of the glacial cycles. Dust is known to have varied over these timescales (Mahowald et al. 
1999, Lambert et al. 2008) and could interact with the climate system through affecting the albedo of 
fresh snow (Warren 1984), absorption and/or scattering of radiation in the atmosphere (Tegen 2003), 
and ocean fertilisation (Jickells et al. 2005) for example. These processes may be very important, but 
the extent of their effect(s) is much more uncertain than the effects of orbital and CO2 changes, and 
their consideration is beyond the scope of this study.

2.3 Previous modelling of long-term future climate change
Many previous studies have addressed the evolution of future climate change, based on various 
assumptions about future boundary conditions (e.g. CO2 forcing, ice sheet extents) and using a range 
of modelling approaches. These studies have focussed on both relatively short timescales of several 
hundred years, and longer timescales of up to a million years. A range of model complexities have 
been employed, depending on the length of time and aspect of climate being considered. 

In general, results from ensembles of models have only been obtained on timescales of hundreds of 
years and up to several thousand years. When modelling periods of several hundred years, state-of-
the-art Earth System Models (ESMs) and General Circulation Models (GCMs) have been used in the 
context of the IPCC (e.g. IPCC 2013). These models are the most complex of the range of available 
models, in terms of the processes and physics included, and have relatively high spatial and temporal 
resolutions. However, they are extremely computationally expensive and relatively slow, meaning 
they are more suited to running relatively short transient simulations of several hundred years to a 
few millennia. 

On longer timescales, results from single models, or a small number of models, have been reported. 
Simulations of up to 50 kyr have often focussed on CO2-induced climate warming and may ignore 
orbital forcings (e.g. Mikolajewicz et al. 2007, Charbit et al. 2008, Eby et al. 2009, Zickfeld et al. 
2013), whilst those simulations up to 100 kyr have focussed on the onset of the next glaciation (e.g. 
Imbrie and Imbrie 1980, Berger et al. 2003, Pimenoff et al. 2011, Tzedakis et al. 2012, Ganopolski 
et al. 2016). When modelling timescales of several millennia or longer, reduced complexity models 
are often employed, such as EMICs. These generally have lower resolutions and include more 
parameterisations, and consequently require significantly less computing power and time than 
GCMs, making it feasible to run long-term continuous simulations and large ensembles of simula-
tions. Finally, simulations covering timescales of up to 1 Myr have used EMICs and/or conceptual 
models to predict future glacial-interglacial cycles (e.g. BIOCLIM 2001, Berger and Loutre 2002, 
Archer and Ganopolski 2005, Huybrechts 2010). Conceptual models are highly simplified models 
based on a small number of parameters, and generally do not include any physical processes, which 
makes them very quick to run. Where GCMs have been applied to assess changes occurring on 
multi-millennial timescales or longer, “snapshot” simulations have been performed, representing 
specific future time-slices or climatic conditions (e.g. BIOCLIM 2003b).

As mentioned in previous sections, there are several uncertainties associated with future climate 
forcings, particularly relating to the future evolution of atmospheric CO2 concentration. In addition 
to these, the responses of the Greenland and Antarctic ice sheets (GrIS, AIS) to changes in surface air 
temperature (SAT) and precipitation are also uncertain, as are the resulting impacts on climate, ocean 
circulation and global sea level. However, changes in sea level directly driven by changes in the ice 
sheets are beyond the scope of this work.

As a result of these uncertainties, modelling studies must make a range of assumptions or empirical 
estimates about the future, which may include, but are not limited to, anthropogenic CO2 emissions 
(total emissions and timescale of release), the timing and magnitude of natural CO2 variations, the 
evolution of atmospheric CO2 in response to anthropogenic and natural variations (in the absence of 
an interactive coupled carbon cycle model), and the response of the ice sheets to climate change (in 
the absence of an interactive coupled thermodynamical ice sheet model).



Studies of future climate generally agree that mean global temperatures are likely to continue to 
increase for at least the remaining part of the 21st century, with the ultimate extent and timescale of 
warming being dependent on future anthropogenic CO2 emissions and the natural carbon cycle (e.g. 
Friedlingstein et al. 2006, Collins et al. 2013). On longer timescales, the next glacial inception is 
generally projected to occur approximately 50 kyr AP under pre-industrial CO2 concentrations (e.g. 
Berger and Loutre 2002, Texier et al. 2003, Cochelin et al. 2006, Ganopolski et al. 2016). However, 
many studies suggest that atmospheric CO2 concentrations, and thus mean global temperatures, may 
remain elevated above natural values due to anthropogenic CO2 emissions for hundreds of thousands 
of years (e.g. Archer 2005, Colbourn et al. 2015, Lord et al. 2017). This may result in the onset of 
the next glaciation being delayed for tens of thousands of years or longer, depending on the degree 
of warming, the effect of which needs to be analysed in assessments of long-term safety for spent 
nuclear fuel repositories (e.g. Berger and Loutre 2002, Archer and Ganopolski 2005, Ganopolski 
et al. 2016).
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3 Methods

In this report, long-term climate change is assessed following the framework approach described by 
Lord (2017). The framework is similar to one developed by Working Group 6 (WG6) of the MODARIA 
(MOdelling and DAta for Radiological Impact Assessments) international research  programme, which 
was sponsored by the IAEA and ran from 2012 to 2015 (MODARIA Working Group 6 2016). The 
flow chart that was developed and presented in the final report of WG6 (MODARIA Working Group 6 
2016) is illustrated in Figure 3-1. It shows how different climate models can be applied to investigate 
climate changes occurring over different timescales in the context of post-closure radiological impact 
assessments for nuclear waste repositories. Due to the relatively long timescales being considered 
here, i.e. hundreds of thousands of years and longer, the right-hand branch of the chart in Figure 3-1 is 
applicable, which is highlighted in red. These highlighted steps generally follow a similar methodology 
to previous studies of long-term climate change, by using EMICs to model a larger ensemble of simula-
tions sampling different future conditions and/or transient simulations, before using GCMs to simulate 
a smaller number of particular climate states of interest.

The flow chart shown in Figure 3-1 was modified and updated by Lord (2017), before being further 
developed in the present study. The updated framework for addressing long-term climate change that 
is applied in this report is presented in Figure 3-2. The three columns represent the main forcings on 
 climate that are relevant on the timescales of interest for the disposal of radioactive wastes (from  several 
thousand years up to 1 Myr), being atmospheric CO2 concentration (left column) and orbital variations 
(right column), which were discussed in Section 2.1. Global ice volume, in the form of global sea level, 
is also represented (central column). Whilst it is not strictly a climate forcing because periods of glacia-
tion are thought to result in a negative feedback with atmospheric CO2 (see Section 2.1.2), it acts as a 
forcing on emulated climate, since the emulator (and underlying GCM) are unable to explicitly model 
changes in the continental ice sheets. Changes in global ice volume, and thus glacial-interglacial cycles, 
must therefore be prescribed, following the methodology presented in Section 3.1.3.

Figure 3-1. Selection of climate models for use in post-closure radiological impact assessments for nuclear 
waste repositories. The red box indicates the steps addressed in this report. Source: Modified from Figure 4.1 
(p. 47) of MODARIA Working Group 6 (2016), and taken from Figure 1.7 (p. 29) of Lord (2017). 
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The blue boxes in Figure 3-2 represent the modelling tools applied in this study. Two were developed 
and described by Lord (2017) and accompanying publications, being a carbon cycle impulse response 
function (Lord et al. 2015, 2016), and a climate emulator (Lord et al. 2017). Other tools that were 
utilized here include a conceptual GSL model and regression analysis, both of which are described in 
more detail in Section 3.1.3. When used together, these tools can be applied to produce the climate 
data required for post-closure safety assessments for nuclear waste repositories, represented by the 
yellow box. Due to the modelling approach used, this can be climate data for a specific point in time, 
or data projecting the continuous evolution of climate over a longer time period. It can also be in the 
form of climate data for the whole global grid, or for a specific grid box. The advantages and limita-
tions of each of these tools, as well as the climate data that they can produce, are discussed in detail in 
the relevant publications (Lord et al. 2016, 2017) and in Section 5.4.

3.1 Climate forcing data for the next 1 Myr
The primary tool used for projecting the evolution of long-term future climate is the climate  emulator, 
which is described in full detail in Lord et al. (2017). Briefly, this is a statistical model that is calibrated 
on data from a more complex climate model, in this case a GCM. It gives a projection of the climate 
resulting from a certain set of input conditions (climate forcings), along with an estimation of the uncer-
tainty associated with the projection. In this case, the climate forcings that are applied are atmospheric 
CO2 concentration, orbital parameters, and GSL; for one single combination of values for these 
forcings, the emulator simulates the corresponding state of a particular climate variable, such as SAT. 
This is carried out for the full 1 Myr time period, giving a projection of climate evolution covering a 
significantly longer timescale than could be achieved using a conventional GCM.

Select CO2 emissions
scenario(s)

Regression

Response function

Emissions data

CO2 data

Updated CO2 data

Conceptual
GSL model

Global sea level
data

Emulator

Temporal scale

Snap-shot Transient Grid box Global

Climate data

Laskar et al. (2004)
orbital data

Eccentricity, obliquity,
longitude of

perihelion data

Spatial scale

Insolation data

Figure 3-2. Framework utilized for addressing long-term climate change in the context of post-closure perfor-
mance assessments for radioactive waste repositories. Source: Modified from Figure 1.8 (p. 30) of Lord (2017).
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In order to run the emulator, a number of steps needed to be completed first, shown in orange text in 
Figure 3-2. Broadly, these steps provided the future climate forcing data, including atmospheric CO2 
concentration, orbital data and global sea level data. Each of these steps will be described in more 
detail in the following sections. It should be noted that the previously published research describ-
ing the emulator methodology used four input dimensions (climate forcings) (Lord et al. 2017). 
These were atmospheric CO2 concentration and the three main orbital parameters of longitude of 
perihelion, obliquity and eccentricity. The methods used to produce this data for these four variables 
are detailed in the referenced publications. However, here, an additional fifth input variable was used 
which represents the glacial-interglacial cycles – global sea level (as a proxy for global ice volume). 
The approach that was adopted to calculate this data, and the emulator configuration used, have not 
been described or published anywhere other than this report at the time of its writing.

3.1.1 Atmospheric CO2

In order to produce a time series of future atmospheric CO2 concentration data to use as a climate 
forcing in the emulator, several IPCC CO2 emissions scenarios were selected, and then the carbon 
cycle impulse response function was used to project the long-term response of atmospheric CO2 
concentration to the prescribed emissions. The results of the impulse response function are described 
in Section 4.1.

CO2 impulse response function
As mentioned previously, a carbon cycle impulse response function (IRF), which is fully described 
in Lord et al. (2016), was used to produce future atmospheric CO2 concentration data. The response 
function was developed based on an ensemble of simulations run using the cGENIE EMIC, with total 
anthropogenic CO2 emissions ranging from 1000 Pg C to 20 000 Pg C. Based on a user-prescribed CO2 
emissions scenario, the response function calculates the response of atmospheric CO2 concentration to 
the emissions over a specified time period (e.g. 1 Myr). In general, for scenarios with anthropogenic 
emissions, the CO2 concentration is projected to increase during the emissions period, before gradually 
decreasing back towards the pre-industrial atmospheric CO2 concentration (~ 280 ppmv) over the 
course of the simulation, as various carbon cycle processes draw excess CO2 down from the atmo-
sphere. This return towards pre-industrial values was prescribed in the response function, which was 
itself based on the results of the cGENIE model. For a detailed description of the relevant carbon 
cycle processes and their impact on an atmospheric CO2 perturbation please see Lord et al. (2016). 

CO2 emissions scenarios
The anthropogenic CO2 emissions scenarios that were selected constitute the RCP scenarios used in 
the IPCC’s AR5 (IPCC 2013). The RCP pathways describe changes in radiative forcing over time, 
driven by all anthropogenic forcing agents, including CO2, methane, and aerosols. The pathways 
have different year 2100 radiative forcing values, of 2.6, 4.5, 6.0 and 8.5 W/m2, roughly representing 
low (RCP2.6), intermediate (RCP4.5 and RCP6.0) and high (RCP8.5) levels of anthropogenic 
climate forcing. Here, only the CO2 component of the radiative forcing pathways was taken into 
account; all other anthropogenic forcings are kept constant at pre-industrial values. Extended 
 versions of the scenarios were used which project CO2 emissions to 2500 AD, and RCP6 was 
excluded due to an intermediate scenario being represented by RCP4.5. Meinshausen et al. (2011) 
provide a detailed description of the extended RCP scenarios, including the original references for 
each of the scenarios. Briefly, emissions follow the IPCC’s AR5 scenarios to 2100 or 2150 AD 
(depending on the scenario), followed by a smooth transition either to constant negative emissions 
(in the case of RCP2.6) or constant atmospheric CO2 concentrations (for the other scenarios). These 
constant conditions persist until 2500 AD, after which emissions are set to zero in all scenarios.

Between the years 2000 and 2500, total CO2 emissions of approximately 5000 Pg C are released in 
the RCP8.5 scenario, and ~1000 Pg C in RCP4.5. For RCP2.6, ~ 440 Pg C are emitted followed by 
negative emissions of 370 Pg C, resulting in total net emissions by 2500 AD of ~ 70 Pg C. These 
total emissions for the three scenarios are in addition to the fossil fuel carbon emissions released 
since 1750 AD of approximately 350 Pg C. To put these values into context, remaining fossil fuel 
reserves that are currently potentially technically and economically viable have been estimated 
to be approximately 800 Pg C (McGlade and Ekins 2015). However, fossil fuel resources (where 
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economic extraction may be feasible in the future, not including fossil fuel reserves) are estimated at 
~ 2200 Pg C (McGlade and Ekins 2015), and nonconventional resources such as methane clathrates 
could be as high as 20–25 000 Pg C (Rogner 1997). It should be noted that estimates of fossil fuel 
resources may vary significantly between different sources, and that the values quoted in this report 
are relatively low compared to some other estimates (for example, BGR 2012, IEA 2011, 2013, 
Rogner et al. 2012). Some of the reasons for this discrepancy are discussed in McGlade and Ekins 
(2015), and include differences in the definitions of “reserves” and “resources” between sources, 
variations in whether certain categories of fossil fuel are included in the estimate, and issues associ-
ated with a lack of reliable estimates of the potential resources of certain categories of fossil fuels and 
differences in methods of estimation. Considering the significant reserves of fossil fuels still available, 
the worst-case emissions scenario presented here was selected so that the emissions pathway that 
ultimately is followed will likely be bounded by this scenario. 

A “natural” CO2 scenario was also adopted, which assumes no anthropogenic CO2 emissions, resulting 
in a constant pre-industrial atmospheric CO2 concentration of 280 ppmv. This was included to allow 
comparison of the natural evolution of the climate system to its evolution following various CO2 
emissions pathways. It can also be considered as representing a scenario under which carbon dioxide 
removal (CDR) geoengineering takes place to such an extent that pre-industrial CO2 is recovered.

The carbon cycle impulse response function was used to calculate the evolution of atmospheric 
CO2 concentration based on these four emissions scenarios, which is illustrated in Figure 3-3a. 
Atmospheric CO2 reaches a peak within the first 1 kyr (i.e. immediately following the emissions 
period) in the three anthropogenic emissions scenarios, with a maximum of 1358 ppmv for the 
RCP8.5 scenario. It should be noted that the maximum atmospheric CO2 concentration projected by 
the response function for RCP8.5 was 1971 ppmv, reached in year 2234. However, due to the 1 kyr 
temporal resolution of the emulator, this maximum is not captured in the emulation of future climate. 
However, atmospheric CO2 would only be at this very high level for a relatively short period of time 
(hundreds of years) compared to the timescales being considered here, since atmospheric CO2 declines 
relatively rapidly immediately following the emissions period, and then more slowly over longer time-
scales of hundreds of thousands of years. At 1 Myr AP, the atmospheric CO2 perturbation has almost 
entirely decayed in all scenarios, restoring the CO2 concentration to 282 ppmv in the RCP8.5 scenario, 
close to pre-industrial values. These projections calculated using the response function do not account 
for the impact of future glacial cycles on CO2, which is addressed in Section 3.1.3.

3.1.2 Orbital variations
As discussed in Section 2.1.1, the three main orbital parameters of longitude of perihelion (ϖ), obliq-
uity (ε), and eccentricity (e) can act as significant forcings on climate over long timescales. The future 
evolutions of these astronomical parameters were calculated using the solution of Laskar et al. (2004), 
and are described in Section 4.1. As in Lord et al. (2017), longitude of perihelion and eccentricity 
were combined under the forms esinϖ and ecosϖ for input into the emulator.

3.1.3 Global sea level
The fifth and final climate forcing used in the emulator essentially aims to capture the transition of 
the Earth system through the glacial-interglacial cycles. A full cycle may involve the expansion and 
retreat of the existing GrIS and AIS, as well as the northern European and North American ice sheets 
that have formed during past glaciations. The emulator requires a single value for each input variable 
for each time slice that is to be emulated, such as a single atmospheric CO2 concentration or obliquity 
value. Consequently, global ice volume is chosen to represent the glacial-interglacial cycles, and for 
simplicity global sea level (also termed eustatic sea level) is used as a proxy for this.

Conceptual GSL model (CGSLM)
To calculate the future evolution of GSL, a conceptual GSL model (CGSLM) was developed. This 
relatively simple model is based on the insolation threshold model of Archer and Ganopolski (2005), 
which itself was developed from the model of Paillard (1998). The model predicts transitions between 
three climate regimes: interglacial, mild glacial, and full glacial. The forcing for the model is summer 
insolation (averaged between June 21 and July 20) at 65 °N as computed by Laskar et al. (2004), 
which has been normalized to zero mean and unit variance. Transitions between the climate regimes 
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occur when the insolation forcing crosses different thresholds, and are also assumed to be affected by 
the calculated ice volume. The value of the critical insolation (i0) threshold that results in initiation 
of a glaciation is dependent on atmospheric CO2 concentration, and is calculated using a relationship 
derived from simulations run using the CLIMBER-2 EMIC (Archer and Ganopolski 2005). The 
model contains a total of eight tunable parameters, which are detailed in Table 3-1. The forcing 
data for the CGSLM and the critical insolation threshold to initiate a glaciation (i0) are illustrated 
in Figure 3-3, for the period 500 kyr BP (before present) to 1 Myr AP. The impact of anthropogenic 
CO2 on the value i0 can clearly be observed, when the constant threshold value of the natural  scenario 
is compared with the future thresholds for the RCP scenarios (Figure 3-3b), which are highly perturbed 
over the first 50 kyr AP or so due to the relatively high atmospheric CO2 concentration over this 
period (Figure 3-3a).

Whilst the model calculates the global ice volume, this data was converted to global mean temperature, 
in order to evaluate the results of the CGSLM as well as to account for the radiative forcing impact of 
anthropogenic atmospheric CO2 perturbations. Temperature was derived following a similar approach 
to Archer and Ganopolski (2005); by scaling the global ice volume data to the difference between 
LGM and pre-industrial global mean temperature, estimated to be approximately 4 °C (Annan 
and Hargreaves 2013). For future temperature, the anthropogenic temperature forcing was added 
to the glaciation forcing, using a climate sensitivity ΔT2x of 3 °C for a doubling of CO2, following 
the methodology of Archer and Ganopolski (2005). For reference, the most recent IPCC report 
suggested that the likely range for equilibrium climate sensitivity is 1.5 °C to 4.5 °C (IPCC 2013), 
whilst Cox et al. (2018) suggested a central estimate of 2.8 °C (2.2–3.4 °C) based on an ensemble 
of climate models. Thus 3 °C represents the approximate middle point of these ranges. It should be 
noted that changing these anomaly values of 3 °C (climate sensitivity) and 4 °C (LGM temperature) 
does not have a large impact on emulated climate as the temperature data is not used to directly force 
the emulator. Instead, these values are used to scale the output of the CGSLM to temperature, mean-
ing that the maxima and minima do not change, but the intermediate values may vary slightly. This 
scaling is necessary as it allows the glacial-interglacial variations and the anthropogenic perturbation 
to be combined, but the parameter values used do not affect the projected timing of glacial-intergla-
cial cycles. The actual sensitivity of the Earth system to changes in radiative forcing that is simulated 
by the emulator is defined by the climate sensitivity in the underlying GCM. 
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Figure 3-3. Climate forcing data used as input to the CGSLM for the last 500 kyr and the next million years. 
(a) Time series of observed past atmospheric CO2 concentration (ppmv) (Lüthi et al. 2008), and projected 
future atmospheric CO2 concentration for the natural (black line), RCP2.6 (green line), RCP4.5 (red line), 
and RCP8.5 (blue line) emissions scenarios, calculated using the carbon cycle impulse response function 
of Lord et al. (2016). The pre-industrial CO2 concentration is also shown (grey dotted line). (b) Time series 
of normalized summer insolation at 65 °N (light blue line) (Laskar et al. 2004). Also shown is the critical 
insolation threshold (i0) for the global response function for the past (black line) and for the future for the 
four emissions scenarios (green, red, and blue lines).
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Table 3-1. Description of the eight tunable parameters in the CGSLM.

Parameter Description

1 Time constant for interglacial regime (ig)
2 Time constant for mild glacial regime (g)
3 Time constant for full glacial regime (G)
4 Time constant
5 Truncation parameter
6 Initial ice volume of model
7 Insolation threshold for ig to g transition (i0)
8 Insolation threshold for G to ig transition (i1)

The evolution of palaeo- and future global temperature anomaly (compared with pre-industrial) 
is presented in Figure 3-4a. Also shown on this figure is past global temperature estimated from 
palaeo δ18O data (Lisiecki and Raymo 2005), which has also been scaled to the difference between 
pre-industrial and LGM temperature. These data were used as a comparison in order to evaluate the 
results of the CGSLM, following the approach of Archer and Ganopolski (2005), to ensure that the 
model is capturing the timing and variability of the past glacial cycles.
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Figure 3-4. Time series of the (a) global temperature anomaly (°C) and (b) global sea level (m) for the 
natural (black line), RCP2.6 (green line), RCP4.5 (red line), and RCP8.5 (blue line) emissions scenarios, 
calculated using the CGSLM for the last 500 kyr and next million years. The darker coloured lines 
represent the tuned model configuration that best matched the global temperature data estimated from 
palaeo proxy data (orange line in (a)) (Lisiecki and Raymo 2005). There is one lighter coloured line for 
each of the other model configurations that also reproduced the proxy temperature data at least as well as 
the independently tuned version. Due to the density of the lines, these sometimes appear as a shaded band. 
The differences in the projections represented by the light and dark lines are explained in the main text. 
Periods of interglacial conditions of the optimally tuned model configuration for each emissions scenario 
as projected by the CGSLM are indicated by thick horizontal bands in the upper part of the panel. Also 
shown is reconstructed GSL for the last glacial cycle (LGC; orange dotted line in (b); 120–0 kyr BP) 
(Singarayer and Valdes 2010), and for the LGM to present day (brown dashed line in (b); 21–0 kyr BP) 
(Singarayer and Valdes 2010).
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In order to assess the sensitivity of the model to the fitted parameter values of the CGSLM, a sensi-
tivity analysis was carried out in two parts. Firstly, a range of values for each of the fitted parameters 
were systematically selected, and the model was then run with one parameter being varied at a time 
(i.e. independently). The model simulations were evaluated by comparison to the proxy data for the 
LGM (Lisiecki and Raymo 2005), shown in Figure 3-5. Each panel of this figure represents one of 
the eight parameters described in Table 3-1, and shows the systematically-sampled range of values 
that were tested (normalized to between 0 and 1 for visual comparison). The performance of each 
simulation was assessed by comparing the projected ice volume at the LGM to that reconstructed 
from palaeo proxy data, and the timing of the maximum global ice volume during the LGM, esti-
mated to have occurred at approximately 18 kyr BP based on the palaeo data (Lisiecki and Raymo 
2005). The projected temperature data for the last 500 kyr for the simulations was also compared 
to the reconstructed temperature proxy data (Lisiecki and Raymo 2005) and the root mean squared 
error (RMSE) was calculated. The results of the best performing model configuration with the lowest 
RMSE are represented by the solid markers on Figure 3-5. 
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Figure 3-5. Sensitivity analysis of eight parameters from the CGSLM. Parameter values were varied, and 
the sensitivity of the timing of the LGM (left axes; black; kyr) and modelled ice volume at the LGM (right 
axes; blue; values between approximately 0 and 1.5, where >1 represents full glacial conditions, ~ 0.5 repre-
sent mild glacial conditions, and ~ 0 represents present-day interglacial conditions). Solid black and blue 
markers represent the optimal parameter values based on the parameters being optimised independently and 
systematically, selected because they provided the closest match to the palaeo proxy δ18O temperature data 
(Figure 3-4a, orange line). The timing of the LGM as estimated from this palaeo proxy data is also shown 
(left axes; orange) (Lisiecki and Raymo 2005). Parameter values have been normalised to between 0 and 1 
to facilitate visual comparison. Red lines highlight the parameter ranges for variables 1, 2, 4, 5, 8 that 
were applied in the LHC sampling during further testing of the sensitivity of the model. The 8 parameters 
are: (1) time constant for interglacial regime (ig), (2) time constant for mild glacial regime (g), (3) time 
constant for full glacial regime (G), (4) time constant, (5) truncation parameter, (6) initial ice volume in 
model, (7) insolation threshold for ig-g transition (i0), (8) insolation threshold for G-ig transition (i1).
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Based on this initial sensitivity analysis, the model was found to be reasonably robust to the 
parameters, with generally small changes to projected temperature resulting from varying the 
parameter values within a reasonably wide range, as evident in Figure 3-5. Varying the values of the 
parameters had a limited impact on the timing of the LGM, represented by black markers, generally 
shifting it by 1 or 2 kyr. The modelled ice volume was slightly more sensitive to certain parameters, 
although demonstrated a similar pattern of change to the timing of the LGM, with the model 
switching between several distinct states (here, mild glacial and full glacial) as the parameter values 
changed, as seen for parameters 1, 2, 4, 5, and 8 in Figure 3-5. This type of model sensitivity, which 
features distinct states, means that nearly identical results may be produced for a range of parameter 
values, and tuning to palaeo proxy data (as performed here) can be used to identify parameter values 
which produce unrealistic results, such as projecting mild glacial rather than full glacial conditions 
at the LGM (e.g. Figure 3-5, parameter 1). The model was generally not sensitive to the values of 
parameters 3, 6, and 7, with large ranges in their values having little or no impact on the modelled 
projections of ice volume at the LGM, a trend that was also to be true for other time periods. This 
robustness to the parameters was also found by Paillard (1998) for his similar model. He also found 
that using different insolation forcing data did not have a large impact on the results.

In order to further assess the sensitivity of the model, the parameters that were found to have a 
significant impact on the model results (parameters 1, 2, 4, 5, and 8) were then varied randomly 
and concurrently (i.e. a multivariate sensitivity analysis, as opposed to the univariate, independent 
analysis). Latin hypercube (LHC) sampling was used to produce one thousand different sets of 
values for the five parameters. Figure 3-5 was used to identify the range of values to be sampled for 
each parameter, highlighted by the red lines. LHC sampling is a method of efficiently sampling a 
parameter space, and in this case produces one thousand different values for each of the parameters, 
which are then randomly combined to give one thousand sample sets, each containing one value 
for each of the five parameters. The LHC sampling function also includes an option to maximise 
the minimum distance between all pairs of points (the maxi–min criterion), which is utilised here to 
ensure the set of sensitivity experiments is optimally space filling. 

The CGSLM was then run using each sample set in turn, and the model results again evaluated by 
comparison to the palaeo proxy data for the last 500 kyr (Lisiecki and Raymo 2005). Firstly, the 
projected ice volume at the LGM was considered, and any simulations that projected mild glacial 
conditions at this time were excluded. Based on the proxy data, the maximum ice volume during 
the LGM was estimated to occur at ~18 kyr BP, as shown in Figure 3-5. Therefore, any simulations 
which projected the LGM maximum to be greater than 1 kyr before or after this year were also 
excluded; for reference, it can be seen from Figure 3-5 that the best performing model from the first 
stage of the sensitivity assessment, during which the parameters were optimised independently of 
each other, projected the maximum ice volume to occur at 17 kyr BP. Following this, any simula-
tions with a RMSE greater than that of the independently-optimised model configuration were also 
excluded. This resulted in ninety simulations from the original thousand being retained, and the 
temperature projections for these ensemble simulations are shown by the lighter lines in Figure 3-4a, 
illustrating the sensitivity of the projected temperature to the parameters. The model configuration 
with the lowest RMSE that best matched the palaeo data was selected as the optimal version and was 
used in the remainder of this report; the results of this are represented by the darker coloured lines 
in Figure 3-4a. 

For the last 500 kyr, it can be seen that the optimally tuned model does a reasonably good job of 
reproducing the proxy data, and that the other sensitivity simulations produce fairly similar results, 
particularly in terms of the timing of the glacial cycles (Figure 3-4a). In the future, however, the 
spread of temperature projections is larger, with different parameter sets resulting in different timings 
for glacial and interglacial conditions, although several distinct temperature pathways followed by 
multiple scenarios are evident, presumably associated with similar parameter values as also seen to 
occur in Figure 3-5. The difference in future pathways is a result of varying the parameters, which 
control settings in the model such as insolation thresholds for moving between different climate 
states and minimum lengths of time that the model must remain in a certain state before moving to 
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the next. The period between approximately 300 and 500 kyr AP appears to be particularly sensitive 
to the parameters, with several different pathways for each emissions scenario. At this time insola-
tion variations are relatively small, meaning that several of the insolation minima during this period 
come close to the insolation threshold for triggering a mild glacial (Figure 3-3b), as well as potentially 
the other insolation thresholds. As a result, relatively small variations in the model parameters may 
mean that a threshold is or is not passed, leading to significantly different future projections. In the 
same way, it can be seen that the optimal ensemble member diverges from many of the others between 
~ 680 kyr AP and 960 kyr AP, as do other ensemble members at other times (e.g. 520 to 580 kyr AP). 
This is a result of the relative simplicity and threshold nature of the conceptual model, and given that 
the future evolution of temperature is not known, the tuned model configuration that best reproduced 
the palaeo data was selected as the final model. Overall, it was found that the final tuned model is able 
to reproduce the approximate 100 kyr cycles in global temperature observed in the proxy data for the 
last 500 kyr, including the approximate timings and magnitudes of the variations. 

This global temperature anomaly data was then converted into GSL, which was used as input to 
the emulator. This was achieved using a similar approach to the conversion of CGSLM output to 
global mean temperature performed earlier. In this case, however, the temperature data was scaled 
according to GSL data for the period of the LGM to present day from Singarayer and Valdes (2010). 
These palaeo GSL reconstructions for the last 21 kyr were calculated based on the ICE-5G model 
of Peltier (2004), with a rise in GSL indicating ice sheet retreat, whilst a lowering of GSL is a sign 
of ice sheet growth. According to these reconstructions, the maximum GSL drop over this period 
occurred at the LGM (21 kyr BP) and is estimated to be approximately −130 m compared with 
present-day sea level. Hence, the temperature at the LGM was assigned a GSL value of −130 m, 
both the temperature and GSL at present-day were assigned a value of 0 because these variables are 
an anomaly compared to present-day, and all other values were scaled linearly around this anomaly 
(0 to −130 m). As a consequence of the global temperature data being used to derive GSL, the future 
GSL data also includes an estimate of the forcing from anthropogenic CO2. 

Future GSL changes occurring in response to anthropogenic CO2 forcing were capped at +24 m. 
Various studies have investigated the possible impact of anthropogenic climate change on the stability 
of the continental ice sheets, generally suggesting that warmer climate conditions persisting for a long 
period of time could result in significant melting of the GrIS and West Antarctic ice sheet (WAIS) 
over timescales of 103–104 years (Charbit et al. 2008, Stone et al. 2010, Winkelmann et al. 2015). 
There is more uncertainty associated with the response of the East Antarctic ice sheet (EAIS). 
Several studies have suggested that it may be relatively stable, making it unlikely to undergo signifi-
cant retreat in response to anthropogenic warming (e.g. Pollard and DeConto 2009, Huybrechts and 
de Wolde 1999, Huybrechts et al. 2011), whilst others contradict this conclusion (e.g. Clark et al. 
2016, Rignot et al. 2019), projecting, for example, that significant melting of the EAIS following 
high CO2 emissions (~ 5000 PgC) could result in an increase in global sea level of ~ 50 m by 
10 kyr AP (Clark et al. 2016). The PRISM4 Pliocene reconstruction of the continental ice sheets 
(Dowsett et al. 2016) was used as the basis for the reduced ice sheet (lowice) HadCM3 simulations 
which were presented in Lord et al. (2017) and are used here as calibration data for the emulator. 
These ice sheet configurations were estimated to be accompanied by ~ 24 m of GSL rise (Dowsett 
et al. 2016), hence this value was adopted as the maximum GSL rise resulting from melting of the 
GrIS and WAIS. Figure 3-4b shows GSL from 500 kyr BP to 1 Myr AP, as calculated for the four 
emissions scenarios by the CGSLM. The lighter coloured lines show the corresponding GSL projec-
tions resulting from the ninety sensitivity simulations of the global temperature depicted in Figure 
3-4a, whilst the darker coloured lines represent the model configuration that best matched the palaeo 
temperature data. The GSL projections shown by the darker coloured lines are used in the reminder 
of the report. Also shown in Figure 3-4b is reconstructed GSL for the last glacial cycle (120 kyr BP 
to present day) (Singarayer and Valdes 2010), and for the LGM (21 kyr BP) to present day, on which 
the global temperature data from the CGSLM was scaled. A summary of the different data processing 
steps carried by the CGSLM is shown in Figure 3-6, and the results of the model are discussed in 
more detail in Section 4.1.
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GSL threshold approach
In the results for future climate presented later in Section 4.2.2, periods when the ice sheet is projected 
to be covering the Forsmark and Olkiluoto repository sites are highlighted, which were calculated 
using a relatively simple threshold approach. In order to validate this threshold method, it was 
applied to the last glacial cycle, covering −120 to 0 kyr AP, as illustrated in Figure 3-7. Using this 
method, periods of higher confidence ice coverage (purple bands in Figures 3-7b and 3-7c) were 
calculated by identifying the highest GSL for which ice is present at the sites in the Singarayer and 
Valdes (2010) ensemble, which was −73 m, and then assuming that future periods with sea level 
lower than this threshold (minus 20 m to account for uncertainty in the threshold) have ice present 
at the site in question. The higher confidence GSL threshold was therefore −93 m. Periods of lower 
confidence ice coverage were also identified (cyan bands), which had GSL values greater than the 
higher confidence threshold, but lower than the lowest GSL with no ice coverage at the sites in 
the Singarayer and Valdes (2010) ensemble (−46 m). For this, 20 m was added on to the value of 
−73 m (highest GSL in simulations with ice present at sites), resulting in a lower confidence GSL 
threshold of −53 m. It is more uncertain whether the sites were ice covered during these periods, as 
the actual threshold for ice coverage is not well-defined – it lies between −46 and −73 m according 
to the Singarayer and Valdes (2010) ensemble. This means that the maximum possible uncertainty 
in the threshold value, based on the Singarayer and Valdes (2010) reconstruction, is 27 m. As such, 
we take ±20 m as a representative measure of the uncertainty in the threshold. The ice sheet extents 
corresponding to −46 m and −73 m are illustrated in Figure 3-8, and show the expansion of the ice 
sheet over the two sites.

Figure 3-7b applies the threshold method to GSL data calculated using the CGSLM, whilst Figure 3-7c 
applies it to GSL data reconstructed from ocean sediment core δ18O data (Spratt and Lisiecki 2016), 
which is used to force the emulator in Section 3.2.3. These results were compared to projections of 
ice sheet coverage and thickness at Forsmark (Figure 3-7a), calculated using the University of Maine 
Ice Sheet Model (UNISM) and calibrated in part against known Weichselian ice marginal positions 
as interpreted from glacial morphological observations and datings (SKB 2010). In SKB (2010) this 
model was used to project changes in the Weichselian ice sheet over the last 120 kyr, in response 
to proxy air temperature data from the Greenland GRIP ice core (Dansgaard et al. 1993) and to sea 
level changes. It can be seen that the periods of ice coverage at the two sites identified using the 
GSL threshold (Figures 3-7b and 3-7c) are in reasonable agreement with the results of the ice sheet 
model reconstruction (Figure 3-7a) which show the presence of ice between approximately −64 to 
−55 kyr AP, during Marine Isotope Stage (MIS) 4, and −30 to −11 kyr AP, during MIS 2 (LGM). 

Conceptual GSL model

To use as input to
the emulatorCO2

Global
temperature 

Global sea
level 

Global ice
volume 

Scaled to T anomaly
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and LGM (-4 °C) and
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and anthropogenic

CO2 emissions

Figure 3-6. Data processing steps carried out within the CGSLM. Insolation and CO2 data were provided 
as input to the model, which output global ice volume data. This was then converted to global temperature 
anomaly (°C; T), which was then converted to GSL. The motivations for the conversions are detailed in 
italic text. Acronyms are present-day (PD) and Last Glacial Maximum (LGM).
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Figure 3-7. Evaluation of the GSL threshold method used to estimate the timing of ice coverage at the 
Olkiluoto and Forsmark sites, based on global ice sheet data for the last 120 kyr. (a) Ice sheet thickness 
over Forsmark reconstructed using UMISM (SKB 2010). Source: Taken from Figure 4-18 (p. 189) of SKB 
(2010). (b) Global sea level (m) calculated using the CGSLM. Vertical bands represent periods when the 
Fennoscandian ice sheet is projected to cover the sites, with purple shading indicating higher confidence 
(GSL < −93 m) and cyan shading indicating lower confidence (−93 m < GSL < −53 m) ice coverage. 
A higher degree of cyan shading indicates lower uncertainty. (c) Global sea level (m) reconstructed from 
ocean sediment core δ18O data (Spratt and Lisiecki 2016). Vertical bands represent periods when the 
Fennoscandian ice sheet is projected to cover the sites.
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When the threshold approach is applied to the GSL results calculated by the CGSLM (Figure 3-7b), 
higher confidence ice coverage (purple shading) is projected to occur between approximately 
−69 and −55 kyr AP and −35 and −16 kyr AP, in relatively close agreement with the ice sheet model 
reconstruction. Periods of lower confidence ice coverage (cyan shading) are projected to occur 
before and after these episodes, along with very low confidence ice coverage (light cyan shading) 
projected at approximately −110 kyr and −94 kyr AP. In contrast, the proxy GSL data (Figure 3-7c) 
suggests that a higher confidence ice-covered period occurs from approximately −39 to −15 kyr AP, 
suggesting that for this data the ice sheet advances slightly too early compared to the modelled 
 reconstruction. Lower confidence ice coverage (cyan shading) is projected to occur from −71 to 
−40 kyr AP, although for much of this time a lower degree of cyan shading is evident indicating 
lower certainty. Several bands of higher-degree cyan shading (indicating relatively higher certainty, 
although not as high as periods of purple shading) occur between approximately −67 and −55 kyr AP, 
in general agreement with the ice sheet modelling results.

There is some uncertainty associated with the GSL projections of the CGSLM due to it being a rela-
tively simple conceptual model, thus it increases our confidence in both the conceptual model and 
the GSL threshold method that our results are in reasonable agreement with the ice sheet modelling 
results of SKB (2010), and GSL records reconstructed from proxy data.

Updated atmospheric CO2 concentration
As described in Section 3.1.1, the carbon cycle impulse response function estimates the future 
evolution of atmospheric CO2 concentration following anthropogenic CO2 emissions, modelling 
it as a smooth decline back towards pre-industrial over hundreds of thousands of years or more. 
However, as discussed in Lord et al. (2017), a limitation of this projection of CO2 is that it does not 
account for interactions between the glacial-interglacial cycles and atmospheric CO2. These include 
natural changes in CO2 that have been found to accompany past glacial-interglacial cycles, with 
glacial periods over the last 800 kyr exhibiting CO2 concentrations of approximately 180 to 200 ppmv 
(Petit et al. 1999), whereas interglacial periods demonstrated concentrations of 240 to 290 ppmv 
(Lüthi et al. 2008). Therefore, the atmospheric CO2 concentration data was updated to include a 
representation of the natural decline in concentration that has accompanied past glacial periods. An 
overview of the method used is shown in Figure 3-2 (labelled “Regression”). Atmospheric CO2 
concentration data for the last 800 kyr (Lüthi et al. 2008) was regressed against reconstructed global 
temperature data for the same period (Jouzel et al. 1993), both of which were derived from palaeo 
climate proxies. The resulting function represents the relationship between these variables, and thus 
the relationship between CO2 and glacial-interglacial transitions, which generally vary in synchrony 
with global temperature. There are other methods by which the relationship between the glacial 
cycles and CO2 could be accounted for, such as by using an EMIC coupled to an ice sheet model 
which includes ice sheet-CO2 feedbacks, for example CLIMBER-2 (e.g. Ganopolski and Brovkin 
2017). However, the cGENIE model was selected to simulate atmospheric CO2 because it contains 
a relatively  complete representation of the long-term carbon cycle, and the carbon cycle response 
function provides a quick and effective tool for simulating CO2 variations occurring over hundreds 
of thousands of years.
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Figure 3-8. Surface types for the region of Europe showing land/sea boundaries and ice sheet extent. The 
two site grid boxes are also shown in red. Snapshots have GSL values of: (a) −46 m and (b) −73 m.
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The regression function was then applied to update the future atmospheric CO2 concentration data 
for the RCP scenarios in response to the projected global temperature anomaly data produced by the 
CGSLM. When temperature fell below 0 °C (anomaly compared with present-day), atmospheric CO2 
was calculated based on its identified relationship with global temperature. When temperature was 
greater than 0 °C, and thus in an interglacial state, the original results from the carbon cycle response 
function were used, capturing only anthropogenic forcing. The updated CO2 projections for the four 
emissions scenarios are presented in Section 3.2.3.

3.2 Emulator configuration
As previously mentioned, a statistical emulator was used to project the future evolution of global 
climate over the next 1 Myr. The theoretical basis for the emulator, along with its calibration, 
optimisation, and limitations are fully discussed in Lord et al. (2017). 

3.2.1 GCM simulations
The emulator was calibrated based on a large ensemble of simulations with varying climate condi-
tions, run using the HadCM3 GCM. Since the emulator configuration presented here was modified 
from that in Lord et al. (2017) to include five, rather than four, input dimensions (three orbital 
parameters, CO2 concentration, as well as GSL), the GCM simulations sampled a range of values for 
these parameters. Two separate emulators were used, which were each calibrated on different GCM 
simulations; one suitable for glacial conditions and one for interglacial conditions. For timesteps that 
had a GSL value of equal to or higher than 0 m (equivalent to present-day interglacial conditions), 
the interglacial emulator was used, whilst timesteps with a GSL value of lower than 0 m used the 
glacial emulator. This approach was taken to ensure that there was no blending of state-specific 
 climate variations across different climate states. For example, under glacial conditions development 
of the Laurentide ice sheet is accompanied by strong cooling over northern North America. However, 
this does not mean that during interglacial conditions there should be a strong warming in the same 
region, since the data are presented as an anomaly from interglacial present-day conditions (where 
no ice sheet is present). The use of separate emulators therefore ensures that the different glacial 
states are characterized separately and correctly. No negative effects of using two separate emulators 
were experienced, and checks were carried out to ensure that there were no discontinuities between 
the climate projections from the different emulators.

The emulator for interglacial conditions was calibrated on the modice and lowice GCM simulations 
described in Lord et al. (2017). These are two ensembles of simulations, each made up of 60 exper-
iments with varying atmospheric CO2 and orbital parameter values. Atmospheric CO2 concentration 
ranges from 250 ppmv up to 1901 ppmv. A set of 20 additional simulations, with CO2 concentrations 
higher than 2000 ppmv (Lord 2017), were excluded for the reasons discussed by Lord et al. (2017). 
The modice ensemble has fixed modern-day ice sheet extents, whilst the lowice ensemble has fixed 
reduced GrIS and WAIS extents, based on the PRISM4 Pliocene reconstructions (Dowsett et al. 
2016). Global temperatures during the Pliocene were higher than they are at present, meaning 
that in the ice sheet reconstruction the GrIS is limited to high elevations in the Eastern Greenland 
Mountains, and no ice is present over Western Antarctica. Large regions of the EAIS show minimal 
changes or slightly increased surface elevation, although there is substantial loss of ice in the Wilkes 
and Aurora subglacial basins (Haywood et al. 2016). Similar patterns of ice retreat have been simu-
lated in response to future warming scenarios for the GrIS (Greve 2000, Huybrechts and de Wolde 
1999, Ridley et al. 2005, Stone et al. 2010) and WAIS (Huybrechts and de Wolde 1999, Winkelmann 
et al. 2015). These two ice sheet configurations therefore represent climate states ranging from 
interglacial conditions to relatively severe global warming conditions accompanied by significant 
ice sheet retreat.

The emulator for glacial conditions is also calibrated on the 60-member modice ensemble of GCM 
simulations from Lord et al. (2017). An additional suite of simulations is also included as calibration 
data which were produced by Singarayer and Valdes (2010) (denoted “LGC” ensemble), and also 
run using HadCM3. These are a series of snapshot simulations covering the last glacial cycle (LGC; 
120 kyr BP to present day), forced by changes in orbit, atmospheric CO2 concentration, and ice sheet 
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evolution. The reconstructed ice sheet extents are based on the ICE-5G model of Peltier (2004). 
Combined, the modice and LGC ensembles capture changes in climate and ice sheet extent ranging 
from interglacial states to full glacial conditions.

A principal component analysis (PCA) was carried out on the GCM data before it was used to 
 calibrate the emulator. This analysis is fully detailed in Lord et al. (2017), and involved combining 
the spatial information contained in the GCM data and the input data (climate forcings) into a number 
of maps (dimension reduction) and producing associated weightings for each experiment and principal 
component (PC). In order to reproduce the original GCM output for a specific  experiment with a 
specific set of climate forcing conditions (i.e. CO2 concentration, etc.), or to estimate the climate 
resulting from a new set of climate forcing conditions, the PCs were weighted depending on the 
input conditions for the experiment and then combined to give the emulated climate projection 
resulting from the input forcing conditions.

3.2.2 Optimisation and evaluation of the emulator
The GCM data used to calibrate the two emulators were selected based on which climate variable 
was being emulated. For example, when future SAT was being projected, the SAT data produced by 
the GCM was used for calibration. Before being used, each emulator configuration was optimised 
via the method described in Lord et al. (2017). This optimisation process selected the optimal 
number of PCs to be retained (the majority of the PCs were discarded as they only account for a very 
small amount of total variation in the GCM data), and the values for a number of hyperparameters 
used in the emulator. These include a correlation length hyperparameter for each input dimension 
(δ), which describes the smoothness of the climate response in the GCM data to the input conditions, 
and a nugget parameter (ν), which has a number of functions including accounting for any non-
linearity in the output response and representing the effects of the discarded PCs. However, it was 
demonstrated in Lord (2017) that the optimisation can be carried out on SAT, and then the optimized 
configuration applied to other climate variables with no significant loss of performance. Hence, this 
approach was adopted here.

In order to optimize the two emulators, each was calibrated on the GCM SAT data from its respective 
ensemble(s) of simulations. The input factors (ln(CO2), ε, esinϖ, ecosϖ, and GSL) were standardised 
prior to the calibration being performed; each was centred in relation to its column mean, and then 
scaled based on the standard deviation (SD) of the column. Different emulator configurations were 
tested by varying the number of PCs retained, ranging from 5 to 20, and for each emulator configura-
tion, the correlation length scales δ and nugget ν were optimized by maximisation of the penalised 
likelihood (see Lord et al. 2017 for explanation). This optimisation was carried out in log space, 
ensuring that the optimized hyperparameters would be positive.

The performance of each emulator was assessed using a leave-one-out cross-validation approach, in 
which a series of emulators is constructed and used to predict one left-out experiment each time. 
For example, for the interglacial emulator (120 experiments), 120 separate emulators were cali-
brated with one experiment left out of each. This left-out experiment was then reproduced using 
the corresponding emulator and the results were compared with the actual experiment results. The 
number of grid boxes for each experiment calculated to lie within different SD bands, and the RMSE 
averaged across all the 120 emulators were used as performance indicators to compare the different 
selected values for retained PCs and hyperparameters. Following the leave-one-out validation, the 
two emulator configurations that performed best were selected as the final two optimized emulators. 
It was found that the optimized interglacial emulator retained 15 PCs (accounting for 90 % of total 
variance), and had length scales δ of 2.792 (ε), 1.310 (esinϖ), 1.664 (ecosϖ), 0.523 (CO2), and 
10.000 (GSL), and a nugget of 0.000. The optimized glacial emulator retained 15 PCs (accounting 
for 81 % of total variance), and had length scales δ of 6.908 (ε), 7.499 (esinϖ), 5.460 (ecosϖ), 
1.003 (CO2), and 0.290 (GSL), and a nugget of 0.050.

The results of the evaluation of the emulators are shown in Figure 3-9. The results suggest that the 
emulators perform relatively well. Figures 3-9a and 3-9c show the percentage of grid boxes for each 
left-out experiment estimated by the corresponding emulator within different standard deviation 
bands, along with the RMSE. A few of the experiments performed considerably worse than others, 
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exhibiting below the expected number of grid boxes with errors within 1 SD, and/or higher than the 
expected number of grid boxes with errors of greater than 2 SD, which is generally accompanied by 
a higher RMSE. However, the input conditions for these experiments are not particularly similar or 
unique.

Figures 3-9b and 3-9d compare the mean annual “SAT index” for each left-out experiment calculated 
by the GCM and the corresponding emulator (note: this is the mean value for the GCM output data 
grid assuming all grid boxes are of equal size, hence not taking into account grid box area). There are 
no obvious outliers, and the emulated means are relatively close to their modelled equivalents. There 
also does not appear to be any significant loss of performance at very low or very high temperature, 
and therefore at very low or very high CO2.

In summary, the calibration and evaluation shows that the emulators are able to reproduce the left-
out ensemble simulations reasonably well, with no obvious systematic errors in their predictions. 
These emulator configurations were optimized on SAT data, and these same configurations (i.e. 
same number of retained PCs and hyperparameter values) were then also applied to emulate the 
other variables. This approach ensures that the results for the variables are consistent with each other.
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Figure 3-9. Evaluation of emulator performance for the interglacial emulator (top panel) and glacial 
emulator (bottom panel), both calibrated on SAT data. (a) + (c) Bars give the percentage of grid boxes for 
which the emulator predicts the SAT of the left-out experiment to within 1, 2, 3 and more than 3 SD. Also 
shown is the RMSE for the experiments (black circles). Red lines indicate 68 and 95 %. (b) + (d) Mean 
annual SAT index (°C) calculated by the emulator and the GCM. The 1 : 1 line (dashed) is included for 
reference. Note: this is the mean value for the GCM output data grid assuming all grid boxes are of equal 
size, hence not taking into account variations in grid box area. SAT is shown as an anomaly compared with 
the pre-industrial control simulation.
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3.2.3 Palaeo-validation of the emulator 
In order to further evaluate the performance of the emulator in simulating long-term changes in 
climate, and thus to be able to assess its likely performance in simulating future climate, it was used 
to model temperature and precipitation over the last 800 kyr (middle to late Pleistocene). This time 
period was selected because a range of high-resolution palaeo records exist, of multiple variables and 
in multiple locations, providing both forcing data for the emulator and proxy climate reconstructions 
which can be compared to the emulator results. The climate variables were emulated at 1 kyr intervals 
over the time period and forced with the records illustrated in Figure 3-10. Orbital data (Figure 3-10a) 
was calculated using the method of Laskar et al. (2004). A composite record of observed atmospheric 
CO2 was also used (Figure 3-10b), which was measured from the Dome C ice cores from Antarctica 
(Bereiter et al. 2015). Finally, the sea level stack reconstructed from δ18O data from ocean sediment 
cores produced by Spratt and Lisiecki (2016) was used (Figure 3-10c), in order to provide the GSL 
index used as the fifth forcing parameter to the emulator.
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Figure 3-10. Climate forcing data used as input to the emulator for the last 800 kyr. (a) Time series of 
orbital variations (Laskar et al. 2004), showing eccentricity (black) and precession (blue) on the left axis, 
and obliquity (degrees; red) on the right axis. (b) Time series of observed atmospheric CO2 concentration 
(ppmv) constructed from composite records from Antarctic ice cores (Bereiter et al. 2015). The pre-industrial 
CO2 concentration is also shown (grey dotted line). (c) Time series of reconstructed global sea level (m) 
derived from ocean sediment core δ18O data (Spratt and Lisiecki 2016), shown as an anomaly compared 
with pre-industrial. Periods of interglacial conditions are indicated by thick horizontal bands.
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A number of different reconstructions of palaeoclimate taken from several locations, shown in 
Figure 3-11, were used for comparison to the emulator results, selected due to their high temporal 
resolution and coverage of the last 800 kyr. These records consist of:

• Reconstructed Antarctic temperature, derived from Deuterium data from the Dome C ice core 
(Jouzel et al. 2007). 

• Reconstructed sea surface temperature (SST) data for the South China Sea and North Atlantic, 
based on δ18O data from ocean sediment cores collected from the Ocean Drilling Program (ODP) 
site 1143 (Li et al. 2011) and site 982 (Lawrence et al. 2009).

• δ18O data measured from cave speleothems, which is thought to be a proxy for variations in the 
strength of East Asian monsoon rainfall. Records from two caves were used to provide full 
coverage of the last 224 kyr; the Sanbao Cave in central China (Wang et al. 2001) and the Hulu 
Cave in eastern China (Wang et al. 2008).

Palaeo SST data is used for comparison with emulated SAT because multiple records exist from 
varying global locations, which cover hundreds of thousands of years at a sufficient resolution to 
capture orbital cycles. Each proxy data set was compared to emulated mean annual SAT or precipita-
tion for the appropriate grid box for each site (Figure 3-11). Temperature and precipitation data are 
generally shown as anomalies compared to pre-industrial conditions at the different locations, taken 
from each proxy data set in the case of SST, and the pre-industrial control simulation in the case of 
SAT and precipitation.

Figure 3-12 compares the proxy and emulated temperature data for the Antarctic, South China Sea 
and North Atlantic sites. It can be seen that the emulator does a reasonably good job of reproducing 
SAT variations over the last 800 kyr at these sites. In particular, the timing and duration of many of 
the interglacials and glacial maxima are similar in the model and observations, and the agreement 
between the magnitude of variations is generally fairly good. However, there are some instances 
when the relative maxima and minima are not well reproduced by the emulator, such as the inter-
glacials at approximately −330 kyr, −240 kyr and −125 kyr AP in the Dome C data (Figure 3-12a), 
or the interglacials at around −700 kyr and −620 kyr AP, and the LGM in the data for ODP site 1143 
(Figure 3-12b), which are underestimated by the emulator relative to the proxy data. For site 982 
(Figure 3-12c), the SAT anomaly compared to present day is underestimated compared to the ocean 
core SST anomaly data at the interglacial periods occurring at approximately −700 kyr, −620 kyr 
and −130 kyr AP, whilst the emulator demonstrates stronger glacial cooling than the proxy data from 
approximately −760 to −620 kyr AP, −200 and −150 kyr BP, and during the LGM (−18–21 kyr AP). 
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Figure 3-11. Map highlighting the source locations of the proxy data records. Temperature records are 
from Antarctica (Dome C), the South China Sea (ODP 1143), and the North Atlantic (ODP 982). East Asian 
Monsoon records are from central (Sanbao Cave) and eastern China (Hulu Cave). Background shading 
illustrates pre-industrial SAT (°C) taken from a HadCM3 control simulation.
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The relatively large uncertainty in the emulator at approximately −400 kyr AP at Dome C (Figure 3-12a) 
is possibly due to the fact that, contrary to the transition from interglacial to glacial conditions for which 
changes in the ice sheets are well sampled, there are only two different Antarctic ice sheet configurations 
for interglacial conditions – modern-day ice (modice) and reduced ice (lowice). Therefore, the emulator 
uncertainty in regions where the ice sheets change significantly whilst in an interglacial state is relatively 
high, because the emulator effectively only has two ice sheet configurations to interpolate between. This 
uncertainty could be reduced by carrying out a number of additional GCM simulations with ice sheet 
configurations that vary within the limits set by the modice and lowice configurations. However, this 
is beyond the scope of this study, and is not expected to have a significant impact on the results for 
the two repository sites since they are located relatively far from the GrIS and AIS.
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Figure 3-12. Time series of temperature anomaly (°C) for the last 800 kyr reconstructed from proxy data 
(red dashed lines) and modelled using the emulator (blue solid lines) at three locations. (a) Dome C, 
Antarctica. Temperature reconstructed from a Deuterium record from the Dome C ice core (red dashed 
line; Jouzel et al. 2007). Temperature is shown as an anomaly relative to the mean temperature of the last 
millennium. Emulated mean annual SAT anomaly compared to a pre-industrial control simulation (blue 
solid line), modelled every 1 kyr. (b) ODP 1143, South China Sea. SST reconstructed from a δ18O record 
from ocean sediment cores (red dashed line; Li et al. 2011). SST is shown as an anomaly compared to the 
pre-industrial SST from the data set. Emulated mean annual SAT anomaly compared to a pre-industrial 
control simulation (blue solid line), modelled every 1 kyr. (c) ODP 982, North Atlantic. SST reconstructed 
from a δ18O record from ocean sediment cores (red dashed line; Lawrence et al. 2009). SST is shown as 
an anomaly compared to the pre-industrial SST from the data set. Emulated mean annual SAT anomaly 
compared to a pre-industrial control simulation (blue solid line), modelled every 1 kyr. Blue error bands 
represent the emulated grid box posterior variance (1 SD).
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The δ18O data records from China (used as a proxy for precipitation) are compared with emulated 
precipitation in Figure 3-13. As with SAT, the emulator appears to be able to reproduce the major 
variations evident in the δ18O record reasonably well, particularly with regards to the precession-
driven timing of maxima and minima in precipitation. However, there are some differences between 
the relative intensities of some of these extremes; for instance, the two maxima in δ18O at around 
−160 to −180 kyr AP are relatively weak in the emulator simulation, and the precipitation minimum 
at approximately −210 kyr AP is more intense in the δ18O data. However, direct quantitative com-
parison between these records is challenging without including an explicit representation of oxygen 
isotopes in the underlying GCM simulations.

All in all, comparison of emulated SAT and precipitation to a number of proxy climate reconstruc-
tions from various sources suggests that the emulator performs reasonably well when modelling 
climate changes over long timescales. Discrepancies between the emulator and proxy data could 
occur due to a number of reasons, including errors in the emulator, where the response of a climate 
variable to a forcing has not been fully captured, or errors in the underlying GCM. Errors may also be 
related to missing forcings/processes in the model, such as freshwater fluxes, non-CO2 greenhouse 
gases, or aerosols such as dust. They could also be associated with errors in the proxy data, such 
as uncertainties in the calibration of the underlying proxy data. It may also be that the proxies used 
are influenced by local conditions other than the variable being reconstructed; speleothem δ18O data 
for example may be affected by temperature or local conditions in the cave, in addition to monsoon 
intensity. It is likely that in reality the differences are due to a combination of several of these 
reasons.
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Figure 3-13. Time series of precipitation for the last 800 kyr for China. (a) Emulated mean annual pre-
cipitation anomaly compared to a pre-industrial control simulation (mm/month). Precipitation is modelled 
every 1 kyr. Error bands represent the emulated grid box posterior variance (1 SD). (b) δ18O records (‰, 
VPDB) from the Sanbao (Wang et al. 2001) and Hulu (Wang et al. 2008) caves in China covering the last 
224 kyr. Cave speleothem δ18O data is taken to be a proxy for variations in the strength of the East Asian 
monsoon. For comparison, the Hulu record is plotted 1.6‰ more negative to account for the higher Hulu 
values (Wang et al. 2001).
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The SAT anomaly (compared to pre-industrial) at the LGM was also reproduced using the emula-
tor, illustrated in Figure 3-14a, and compared to the SAT anomaly reconstruction of Annan and 
Hargreaves (2013), shown in Figure 3-14b. This reconstruction was produced by combining a 
range of proxy records of climate from different parts of the globe with an ensemble of simulations 
performed with various climate models as part of the PMIP2 project (Braconnot et al. 2007). It can 
be seen that the large-scale features of SAT are similar between the two reconstructions, with the 
most significant regions of cooling located over the Laurentide ice sheet in North America, and to 
a lesser extent the Fennoscandian ice sheet. There are some discrepancies, including the extent of 
cooling over the Laurentide and Fennoscandian ice sheets being too large in the emulated reconstruc-
tion, and high latitudes (Arctic and Antarctic regions) also being slightly too cold in this simulation 
compared to that of Annan and Hargreaves (2013). This enhanced cooling in the emulator at this 
time is highlighted by a global mean cooling value of 5.1 °C, slightly more than the value estimated 
by Annan and Hargreaves (2013) of 4.0 °C. At the Olkiluoto and Forsmark sites, the SATs projected 
by the emulator are approximately 1 °C and 3 °C cooler than the same locations in the model-proxy 
reconstruction, respectively. However, the temperatures over ice sheets in the reconstruction are 
very uncertain, and are largely based on model results rather than direct proxies. As identified in 
Section 1.1, one of the key questions for high latitude repository sites relates to the timing and 
severity of future glaciations. The SAT projections during glacial conditions could therefore be con-
sidered as being somewhat cold-biased in the region of the sites (by 1 to 3 °C) – if the reconstruction 
is correct then the local cooling and associated impacts (e.g. permafrost) may not be quite as severe 
as projected in this report.

Overall, the generally good agreement between the proxy and emulator data for the last 800 kyr, 
particularly when considering the orbital-scale variations in climate, along with the evaluation of 
LGM climate, and the leave-one-out evaluation reported in the previous section, gives confidence 
that the emulator can realistically simulate changes in climate across a wide range of different 
 forcing conditions.
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Figure 3-14. Maps of SAT anomaly (compared to pre-industrial; °C) at the Last Glacial Maximum (−21 kyr AP) 
as projected by: (a) the emulator, and (b) Annan and Hargreaves (2013), using a combination of proxy 
climate data and multi-model regression.
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3.2.4 Forcing data 
In order to simulate the possible evolution of climate over the next 1 Myr, the emulator was forced 
with the input data that was produced using the methods described in Section 3.1. This data consists of 
atmospheric CO2 concentration, projected using the CO2 impulse response function (Section 3.1.1), 
the three orbital parameters (Section 3.1.2), and GSL, estimated using the CGSLM (Section 3.1.3). 
These five variables are illustrated in Figure 3-15 and described in Section 4.1. The resulting  scenarios 
are based on the assumption that beyond the end of the “fossil fuel era” (~ 2500 AD), humans will 
make no other significant changes to the natural carbon or glacial cycles, through emissions of CO2 or 
other greenhouse gases. The evolution of summer insolation (averaged between June 21 and July 20) 
at 65 °N over the next million years is shown in Figure 3-16, which illustrates the combined impacts 
of the three orbital parameters presented in Figure 3-15 on incoming solar radiation. As discussed 
previously, the insolation received in the Northern Hemisphere during the summer is thought to 
be critical in determining transitions between interglacial and glacial conditions. As in Lord et al. 
(2017), the climate was modelled at 1 kyr intervals, producing a continuous projection for the next 
1 Myr. The locations of the two sites on the HadCM3 grid are illustrated in Figure 3-17. Olkiluoto 
has a latitude of 61.2 °N and a longitude of 21.5 °E, whereas Forsmark has a latitude of 60.4 °N and 
a longitude of 18.2 °E.

Figure 3-15. Climate forcing data used as input to the emulator for the next million years. (a) Time series 
of orbital variations (Laskar et al. 2004), showing eccentricity (black) and precession (blue) on the left axis, 
and obliquity (degrees; red) on the right axis. (b) Time series of atmospheric CO2 concentration (ppmv) for 
the natural (black line), RCP2.6 (green line), RCP4.5 (red line), and RCP8.5 (blue line) emissions scenarios, 
predicted using the carbon cycle impulse response function of Lord et al. (2016), and updated to include 
the impact of global temperature/CO2 feedbacks (see Figure 3-3a for comparison). The pre-industrial CO2 
concentration is also shown (grey dotted line). (c) Time series of global sea level (m) for the four emissions 
scenarios, shown as an anomaly compared with pre-industrial. Periods of interglacial conditions for each 
emissions scenario are indicated by thick horizontal bands.
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Figure 3-16. Evolution of summer insolation (W m−2) at 65 °N for the next million years, calculated using 
the method of Laskar et al. (2004).

Figure 3-17. Map of Europe highlighting the grid boxes that represent the Forsmark (left red grid box) and 
Olkiluoto (right red grid box) case study sites.

The climate variables modelled are SAT and precipitation. For each variable in turn, the two emulators 
(glacial and interglacial versions) were calibrated on the relevant HadCM3 data, and then forced with 
the future climate forcing data (Figure 3-15). The data for the two emulators were then combined: 
for each time-slice (every 1 kyr), if the GSL was above 0 m (pre-industrial), the respective emulated 
climate from the interglacial emulator was retained, whilst if GSL was below 0 m, the respective 
emulated climate from the glacial emulator was retained. The retained data was then combined to 
provide a projection of the evolution of the variable over the next 1 Myr, with the glacial-interglacial 
cycles being accounted for in the results.

3.3 Downscaling of future climate
The future climate data produced by the emulator has the same spatial resolution as the underlying 
GCM, HadCM3, of 3.75° of longitude by 2.5° of latitude. This equates to a surface resolution of 
about 417 km × 278 km at the Equator, reducing to 295 km × 278 km at 45 °N or S. However, it 
may be that this resolution is too low for certain applications, which may require a more detailed 
characterisation of changes in climate at the local scale of the site. For instance, in order to run a site-
specific landscape development model, climate data of a higher spatial resolution may be required 
in order to account for the impacts of local conditions on climate, such as sub-grid box scale changes 
in orography. Where this is the case, climate data can be downscaled to a higher spatial resolution. 
In this report, downscaling to a ~ 50 km scale will be considered, as this is the scale of the multi-
variate global gridded observational climate dataset which has been used to allow downscaling to 
be carried out. 

There are a number of different approaches that can be used to downscale climate data. The four 
main approaches are bias-correction (e.g. Brandefelt et al. 2013), dynamical downscaling (e.g. 
BIOCLIM 2003a, Kjellström et al. 2009), rule- based downscaling (e.g. BIOCLIM 2003c), and 
physical-statistical downscaling (e.g. Vrac et al. 2007). A detailed discussion of the different 
methodologies, along with some of their advantages and disadvantages, and a worked example 
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of downscaling GCM climate data for application to potential sites for a geological disposal facility 
in Britain is provided by Thorne et al. (2016). 

In the present study, two different techniques are applied to increase the spatial resolution of 
the future climate data for the region of Fennoscandia, which each have different strengths and 
weaknesses. The first one is a statistical bias-correction technique, which involves calculating the 
bias in the underlying GCM compared to observed climate data and applying this bias to the future 
 projections to “correct” the projections. The second method is physical-statistical downscaling. 
Details of both techniques are included in this section, and the downscaled climate results are 
presented and discussed in Chapters 4 and 5. 

3.3.1 Bias-correction downscaling
As mentioned above, the bias-correction technique involves calculating the bias in the GCM com-
pared to observations under known climate conditions, and then applying this bias to the future pro-
jections of climate. In this case, the bias is calculated by comparing climate data for a pre-industrial 
simulation produced using the GCM to observational data for the sites. For this, the high-resolution 
CRU observed gridded climatology (v1) for the period 1961–1990 (New et al. 1999) was used, 
which provided SAT and precipitation observations for the region of Fennoscandia (52 °N to 72 °N, 
and 3 °E to 31 °E) , illustrated in Figures 3-18a and 3-18c. This 0.5° resolution data set equates to 
~ 50 km resolution at this latitude. For the comparison, the pre-industrial SAT and precipitation data 
produced by the GCM (Figures 3-18d and 3-18e) was bilinearly interpolated to the same resolution 
as the CRU data. The bias of the GCM (TBias, PBias) for each grid box j was calculated as below:

𝑇𝑇����� � �𝑇𝑇����
�� ��𝑇𝑇����   (3-1)

𝑃𝑃����� �  𝑃𝑃����
�� / 𝑃𝑃����   (3-2)

where T (P) denotes SAT (precipitation), T PI
GCM refers to the interpolated pre-industrial climate data 

from the GCM, and TCRU refers to the observational data. Precipitation was bias-corrected by calcu-
lating the relative difference (rather than absolute difference) between the GCM and observations in 
order to avoid negative precipitation rates.

Following calculation of the bias, the SAT and precipitation data produced by the emulator at each 
timestep for the region of Fennoscandia was bilinearly interpolated to 0.5° resolution. To account 
for the bias in these projections, the bias at each grid box (j) was subtracted from the interpolated 
emulator value (TEm) at that grid box for each time step (k), for SAT and precipitation separately: 

𝑇𝑇�������� � �𝑇𝑇���
� ��𝑇𝑇�����   (3-3)

The climate data downscaled using this methodology is denoted TDSBias. 

In this downscaling technique, the observational data provides information about regional variations 
in SAT and precipitation, including for example the impacts of orography, at a higher resolution than 
that of the emulator. It also aims to correct some of the bias that results from the emulator, as well as 
the GCM itself, for example due to the parameterisations used or missing processes or feedbacks. 

A limitation of this approach is that the bias is calculated based on modern-day interglacial climate 
conditions, and this bias is then applied to the emulated future projections which include different 
climate states (e.g. glacial) for which the bias may not be the same, particularly when an ice sheet 
is present. However, high-resolution observational data is only available for the last few decades 
or centuries, meaning that equivalent observational data for different climate states does not exist. 
Therefore, the assumption is made that the bias is applicable for the full million years, across all 
climate states. A similar downscaling approach was also adopted by Brandefelt et al. (2013).

Bearing in mind this limitation, an alternative set of downscaled future climate projections are 
presented in Chapter 5, which use the same bias-correction technique described above. However, 
when the Fennoscandian ice sheet is projected to be covering the Olkiluoto and Forsmark sites (i.e. 
GSL < −53 m), the bias correction is not applied, and the interpolated emulator result for each grid 
box is used instead. This approach was taken as there may be greater uncertainty associated with the 
bias-corrected climate during ice-covered periods, and it therefore illustrates the sensitivity of the 
climate data to different assumptions being made.
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3.3.2 Physical-statistical downscaling
Additionally, a physical-statistical downscaling technique has been adopted in order to produce 
high-resolution projections of future climate for the whole region of Scandinavia. For this, a set 
of predictors are selected based on physical considerations, which are expected to have an impact 
on local climate, such as orography or distance from the coast. Then, a regression analysis is 
performed to derive the statistical relationships between the predictor variables, which may initially 
be at low resolution (i.e. from a global climate model), and the observed high-resolution variables 
(predictands), such as observational data of temperature. Various studies have applied this or similar 
methods of downscaling to European regions for application to radioactive waste disposal (e.g. 
BIOCLIM 2003d, Pimenoff et al. 2011, Thorne et al. 2016). 

The regression model used in the downscaling was calibrated using high-resolution observational 
data for the present day and HadCM3 data for the pre-industrial/modern day (control simulation). 
The high-resolution CRU observed gridded climatology (v1) for the period 1961–1990 (New et al. 
1999) was used to provide information about small scale changes in observed climate in response to 
local conditions over Scandinavia (Figures 3-18a and 3-18c). Following calibration, the model was 
applied to the results of the emulator to produce downscaled regional projections. All temperature 
and precipitation data used is mean annual data.
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Figure 3-18. Evaluation of physical-statistical downscaling technique over Fennoscandia. Top panel: CRU 
0.5° gridded observational data (1961–1990 AD), showing (a) mean annual SAT (°C), (b) orography (m), 
and (c) mean annual precipitation (mm/month). Middle panel: Raw (non-interpolated) HadCM3 data for the 
pre-industrial control simulation, showing (d) mean annual SAT, (e) modern-day (modice) orography (m), 
and (f) mean annual precipitation (mm/month). Bottom panel: Predicted climate variables produced using the 
downscaling model, showing (g) mean annual SAT (°C), and (h) mean annual precipitation (mm/month).
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The relevant datasets, including the climate output and orography from the emulator, were bilinearly 
interpolated to the same resolution as the CRU data. Whilst the statistical model was fitted to global 
data to ensure that the climatic impacts of high elevations are captured, data from the region of 
Scandinavia (52 °N to 72 °N, and 3 °E to 31 °E) is illustrated in Figure 3-18.

For each climatic variable, a linear, multi-variate regression was fitted in R (statistical computing 
software), with the optimal parameter values being estimated using a least-squares approach. For a 
climate variable, V, the observed value VObs was compared to a calculated value, VCalc, estimated by 
the regression model:

𝑉𝑉���� � ��� ������ ∗ �� � ���� ∗ �� ����� ∗ �� ������� ∗ 𝑚𝑚  (3-4)

Various combinations of different variables were tested as predictors (x, y, z,…m), following 
the  methods of Thorne et al. (2016) and previous climate research carried out for the oil and gas 
 industry, including high-resolution orography data (Figure 3-18b; New et al. 1999) which was 
expected to account for a significant amount of variation. For SAT, the impact of orography is 
mainly related to the lapse rate, which is the rate at which air temperature decreases with elevation, 
resulting in generally lower temperatures in mountainous regions. For precipitation, orographic 
rainfall is expected to be relevant, whereby areas of increased elevation such as mountains force 
incoming air to rise and cool, leading to condensation. The different regression models were evalu-
ated by comparing the root mean squared error (RMSE) of VCalc, the correlation coefficient for VCalc 
versus VObs, and the Bayesian information criterion (BIC) value, which was ultimately used to select 
the optimal model. BIC measures the relative quality of the fit while favouring models with fewer 
parameters so as to avoid over-fitting (the lowest score represents the best fit).

For the underlying regression model trained on modern-day conditions, the optimal set of predictors 
was HadCM3 SAT (Figure 3-18d), HadCM3 orography (Figure 3-18e), and CRU orography 
(Figure 3-18b). The optimal regression model for precipitation included HadCM3 precipitation 
(Figure 3-18f), HadCM3 orography (Figure 3-18e), CRU orography (Figure 3-18b), a measure of 
distance from the coast, and the orographic gradient. When applying the regression models to future 
climate, the climate data for the relevant timestep was used. For both temperature and precipitation, 
the high-resolution orography data of Peltier (2004) was used in place of the CRU orography data, 
to provide orographic data that accounts for changes in the global ice sheets. 

For SAT, the optimal model (i.e. that with the lowest BIC) was found to perform well, as can 
be seen when Figures 3-18a (TObs) and Figure 3-18g (TCalc) are compared, particularly when the 
relative simplicity of the raw HadCM3 SAT data used in the downscaling is taken into account 
(Figure 3-18d). The optimal regression model for precipitation performed less well, as demonstrated 
when Figures 3-18c and 3-18h are compared. While this model is able to reproduce some of the 
higher orographic precipitation in western Norway, it is not to the same magnitude as seen in the 
observations. It also appears that the regression model is not able to account fully for rain-shadow 
and other orographic effects, because relatively high precipitation extends too far eastwards and 
northwards from the west and south coasts of Norway, whereas observations show a marked 
decrease in precipitation directly above and to the east of the Norwegian mountain ranges. An 
improvement in the results for modern-day conditions may be achieved by applying the regression 
model only over the region of Fennoscandia, but at the expense of results during glacial periods, 
when the model has difficulty modelling precipitation over the Fennoscandian ice sheet due to the 
relatively high orographies that are not found during the modern-day period used during optimisa-
tion. Thorne et al. (2016) encountered similar issues when downscaling precipitation over Britain, 
as did Pimenoff et al. (2011) for the region of Europe. It may also be that some of the discrepancy is 
due to errors in the observational data, particularly over mountainous regions, and also in the under-
lying GCM simulations. To account for this error, the downscaled results are bias-corrected based on 
the anomaly with respect to pre-industrial climate using the physical-statistical model and the CRU 
climate data, and the same anomaly is applied for all climate states in the future.

The bias-corrected results (TDSBIAS) are presented as the primary downscaled climate data in 
Chapter 4. The other downscaling methods, including the bias-correction technique only applied 
when the ice sheet is not covering the sites and the physical-statistical downscaling, are presented 
as alternative methodologies and are described in Chapter 5. The strengths and weaknesses of each 
technique are discussed in detail in Section 5.3.
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4 Results

In this chapter, we first discuss the results of the impulse response function and CGSLM (Section 4.1) 
that give the forcings for the emulator, and then discuss the results of the emulator in Section 4.2, 
followed by the results downscaled using the bias-correction technique in Section 4.3.

4.1 Forcing data (output from IRF1 and CGSLM2)
Atmospheric CO2 concentration for the RCP scenarios demonstrates an initial increase immediately 
following the emission period, with RCP2.6 reaching a maximum value of ~ 440 ppmv at present 
day and RCP8.5 reaching a maximum of ~1350 ppmv at 1 kyr AP, after which atmospheric CO2 
rapidly declined over approximately the first 50 kyr (Figure 3-15b). These peak values are taken 
from the atmospheric CO2 concentration data used to force the emulator, which has a resolution 
of 1 kyr. For comparison, Meinshausen et al. (2011) projected peak CO2 concentrations for the 
same RCP scenarios of 440 ppmv occurring in year 2052, and 1960 ppmv in year 2250. If the raw 
output from the IRF is considered, which has an annual resolution for the first ~1 kyr, relatively 
similar results are found, with CO2 concentration peaking at 470 ppmv in year 2040 for RCP2.6, 
and 1970 ppmv in year 2234 for RCP8.5. As stated previously, the 1 kyr temporal resolution of 
the emulator means that this maximum is not captured. However, it would only be this high for a 
relatively short period of time (hundreds of years) compared to the timescales being considered here, 
before CO2 concentration began to decrease following the end of the emissions period.

Following the early rapid decay of the CO2 perturbation, atmospheric CO2 decreases back towards 
pre-industrial much more slowly. The time at which glacial conditions are first projected to influence 
CO2 depends on the total emissions released to the atmosphere. In the natural scenario, which 
assumes no anthropogenic emissions, GSL falls below pre-industrial immediately after present day 
(indicating an increase in global ice volume; Figure 3-15c), accompanied by a reduction in CO2 
concentration. However, this almost immediate projected increase in global ice volume is relatively 
small, and the current interglacial lasts until approximately 50 kyr AP, with full glacial conditions 
(<−100 m GSL) not projected to occur until approximately 140 kyr AP. GSL for both the RCP2.6 
and RCP4.5 scenarios follows a similar trend to the natural scenario with the current interglacial 
projected to end in ~ 50–60 kyr AP. However, the higher atmospheric CO2 concentrations for these 
RCP emissions scenarios mean that GSL is also higher than that for the natural scenario, resulting in 
the next glacial episode being less severe. The anthropogenic CO2 emissions in RCP8.5 are projected 
to delay the onset of the next glaciation for nearly 170 kyr into the future, with the first significant 
drop in GSL and hence CO2 concentration observed around this time. 

In all the emissions scenarios, atmospheric CO2 then fluctuates in synchrony with GSL, with the 
higher emissions scenarios (particularly RCP8.5) occasionally flattening out due to the occurrence 
of interglacial conditions and thus the lack of a glacial feedback on CO2. The CGSLM projects an 
approximate 100 kyr cyclicity in full glacial conditions following the early period of anthropo-
genically increased atmospheric CO2 concentration, although an extended interglacial between 
approximately 420 and 500 kyr is projected in all scenarios (Figure 3-15c). Full glacial conditions 
are accompanied by a decrease in GSL of up to ~130 m, whilst interglacials generally have GSL 
close to or slightly higher than present-day values. The glacial-interglacial cycles for the natural, low 
(RCP2.6), and medium (RCP4.5) emissions scenarios are essentially identical in terms of timing from 
approximately 50 kyr onwards, although with an offset in GSL for several hundreds of thousands of 
years. RCP8.5 is projected to skip the next glacial cycle, with interglacial conditions maintained for 
longer than 150 kyr, and demonstrates a smaller decrease in GSL during the next few GSL minima 
due to the influence of elevated atmospheric CO2 concentrations. Interestingly, at ~ 500 kyr AP 
the GSL of the natural scenario diverges slightly from those of the RCP2.6 and RCP4.5 scenarios, 

1 Section 3.1.1.
2 Section 3.1.3.
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remaining in interglacial conditions slightly longer than the other scenarios and merging with the 
RCP8.5 scenario. The projections of atmospheric CO2 concentration and GSL for all four scenarios 
converge from approximately 600 kyr AP onwards.

4.2 Future climate
4.2.1 Modelled anomalies
The emulators were combined to produce time series data representing the continuous evolution of 
various climatic variables for the next 1 Myr, based on the orbital, CO2 and GSL forcings previously 
described. Figure 4-1 shows the projected evolution of global mean annual temperature over the 
next 1 Myr. This is compared to Figure 3-4a (Section 3.1.3), in order to check that the results of the 
emulator and the CGSLM are consistent. It can be seen that the temperature projections are generally 
similar in form, although some minor variations are evident towards the beginning of the simulations 
when CO2 emissions are elevated above pre-industrial values. These discrepancies are likely linked 
to the different ways in which the two models calculate temperature. For the CGSLM, it is calculated 
as a simple global index scaled from an index of global ice. The emulator, however, simulates the 
global temperature field, incorporating spatial variations in temperature which can influence the 
global average. The similar forms of the projections, however, suggest that the two models are 
relatively consistent.

Figures 4-2 and 4-3 illustrate the future evolution of SAT and precipitation at the grid boxes rep-
resenting the Olkiluoto and Forsmark sites, respectively. The estimated uncertainty in the  emulated 
projections is also shown, defined as 1 SD of the emulated grid box posterior variance. This represents 
the uncertainty associated with using the emulator to project climate. It therefore does not account for 
the full uncertainty in the projection, including for example uncertainties in the representation of the 
ice sheets which may vary between different reconstructions and different models. In this section, all 
climate variables are presented as an anomaly compared with pre-industrial. 

For the early part of the simulation, all the variables for the RCP scenarios exhibit trends similar 
to that shown by the atmospheric CO2 concentration (Figure 3-15b), with a considerable increase 
over the first few thousand years immediately following emissions. This trend is the result of the 
increased greenhouse effect caused by the increased atmospheric concentration of CO2. Mean annual 
SAT anomaly for the Olkiluoto grid box peaks at 10.0 ± 0.6 °C (above pre-industrial) for RCP8.5 and 
4.2 ± 0.2 °C for RCP2.6 (Figure 4-2a), whilst for the Forsmark grid box SAT peaks at 9.3 ± 0.6 °C 
and 3.7 ± 0.2 °C, respectively (Figure 4-2b). The maximum precipitation anomaly during the early 
part of the simulation for Olkiluoto is 20.0 ± 0.5 mm/month (above pre-industrial) for RCP8.5 and 
4.6 ± 0.5 mm/month for RCP2.6, and for Forsmark is 19.8 ± 0.5 mm/month and 5.1 ± 0.5 mm/month 
(Figure 4-3). 
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Figure 4-1. Time series of emulated mean annual global SAT anomaly (°C) for the next 1 Myr, for the 
natural (black line), RCP2.6 (green line), RCP4.5 (red line), and RCP8.5 (blue line) emissions scenarios. 
SAT is modelled every 1 kyr. 
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Figure 4-2. Time series of emulated mean annual SAT anomaly (°C) for the next 1 Myr at the Olkiluoto 
(a) and Forsmark (b) grid boxes, for the natural (black line), RCP2.6 (green line), RCP4.5 (red line), and 
RCP8.5 (blue line) emissions scenarios. SAT is modelled every 1 kyr. Error bands represent the emulated 
grid box posterior variance (1 SD). It should be noted that the error bands represent the uncertainty associ-
ated with the emulator only, not the overall uncertainty associated with the projections. 

Figure 4-3. Time series of emulated mean annual precipitation anomaly (mm/month) for the next 1 Myr at 
the Olkiluoto (a) and Forsmark (b) grid boxes, for the natural (black line), RCP2.6 (green line), RCP4.5 
(red line), and RCP8.5 (blue line) emissions scenarios. Precipitation is modelled every 1 kyr. Error bands 
represent the emulated grid box posterior variance (1 SD). It should be noted that the error bands represent 
the uncertainty associated with the emulator only, not the overall uncertainty associated with the projections.
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A relatively rapid decline then occurs in the RCP scenarios for up to ~ 50 kyr AP, which is the result 
of a large proportion of the atmospheric CO2 perturbation being taken up from the atmosphere by 
carbon cycle processes, described in detail in Lord et al. (2016). Following this, the variables gener-
ally gradually decrease back towards pre-industrial values, with oscillations resulting from variations 
in the orbital parameters and the glacial-interglacial cycles becoming increasingly dominant as the 
simulation progresses and the anthropogenic CO2 perturbation declines. In contrast, the natural 
scenario responds to orbital and glacial forcing immediately after 0 kyr AP, demonstrating cooler 
than present-day conditions resulting from the decreased CO2 and GSL associated with the relatively 
low insolation forcing.

Following the early period of the simulations when anthropogenic CO2 has a large impact on climate, 
variations in SAT at the two sites for all scenarios demonstrate a similar pacing to fluctuations in GSL 
and CO2, with minima in SAT occurring approximately every 100 kyr (in the absence of anthropo-
genic CO2 forcing) in synchrony with full glacial conditions. SAT anomalies of approximately −24 
to −27 °C (1 SD = ~1 °C) are projected to occur during glacial periods as a result of the growth of 
the Fennoscandian ice sheet over the region. The ice sheet increases the albedo of the land surface 
resulting in increased reflection of solar radiation, and increases the altitude of the modelled land 
surface due to the buildup of thick ice, both resulting in cooling. The natural decrease in CO2 
concentration during glaciations also plays a role. 

A decrease in precipitation of up to −16.50 ± 0.8 mm/month is also projected. This may be caused by 
cooler global temperatures resulting in reduced evaporation of sea water and thus lower atmospheric 
water vapour in the region. Other regional processes also play a role, such as the increased altitude 
of the ice sheet resulting in increased rainfall on the south-west boundary of the ice sheet (direction 
of prevailing wind), leading to lower air moisture and therefore precipitation over the ice sheet 
(rain shadow effect). This process can be clearly seen on Figures 4-5b, 4-5c,4-6b and 4-6c, which 
illustrate SAT and precipitation anomalies over Europe associated with a decrease in GSL of ~ 46 m 
and ~122 m (Figures 4-4b and 4-4c), respectively. A slight increase in precipitation can be observed 
in Figure 4-6b over parts of southern Norway and Sweden and the North Sea, along the south-eastern 
boundary of the ice sheet in Figure 4-4b. This region of increased rainfall has then increased in 
intensity slightly further south in Figure 4-6c, accompanied by an extension of the strongly cooled 
area southwards (Figure 4-5c) as the ice sheet expands (Figure 4-4c). It appears that the Forsmark site 
is more strongly affected by the rain shadow effect, as during glacial conditions prior to full glacial 
conditions the precipitation anomaly in Figure 4-3b is significantly higher than the pre-industrial 
baseline (grey dotted line), whilst during interglacial conditions it is approximately in line with the 
pre-industrial baseline. However, such a significant increase in precipitation is not evident at the 
Olkiluoto site (Figure 4-6a). This is further supported by Figure 4-6b, which shows the positive 
precipitation anomaly over the Forsmark grid box but not the Olkiluoto grid box.
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Figure 4-4. Surface types for the region of Europe showing land/sea boundaries and ice sheet extent. 
The two site grid boxes are also shown in red. Snapshots have GSL values of: (a) +24 m (e.g. 5 kyr AP), 
(b) −46 m (e.g. 215 kyr AP), and (c) −122 m (e.g. 960 kyr AP).
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Figures 4-7 and 4-8 show the wavelet power spectra for the SAT anomaly data shown in Figure 4-2 and 
the precipitation anomaly data shown in Figure 4-3 for the two sites. The standard MATLAB wavelet 
 software of Torrence and Compo (1998) (available online at http://atoc.colorado.edu/research/wavelets) 
was used. This type of analysis allows the dominant orbital frequencies influencing climate to be identified. 
From Figure 4-2, it can be seen that the change in SAT for approximately the first 100 kyr is driven largely 
by the increased atmospheric CO2 concentration. From approximately 100 kyr onwards, precession has 
an increased impact on the pacing of SAT fluctuations (periodicity of ~ 20 kyr; Figure 4-7), particularly 
during the periods when eccentricity is relatively high. During these periods, eccentricity also has an 
increased influence (periodicity of ~100 kyr), demonstrated by the generally larger amplitudes of the tem-
perature fluctuations (Figure 4-2). There is evidence of obliquity forcing (periodicity of ~ 40 kyr) at times 
when obliquity is relatively high, such as between ~ 200 and 300 kyr AP. The oscillations in precipitation 
over the next 1 Myr appear to show stronger precessional forcing compared to SAT (Figures 4-3 and 4-8), 
which is at its strongest when eccentricity is high (Figure 3-15a). As with SAT, there is also evidence of 
eccentricity forcing (Figure 4-8). The emulator uncertainty associated with SAT shown in Figure 4-2 and 
precipitation in Figure 4-3 is relatively low when compared with the magnitude of the variations caused 
by anthropogenic warming and glacial-interglacial fluctuations. 

Figures 4-5 and 4-6 show snapshots of climate over Europe for the RCP8.5 scenario at three future times 
(5, 215 and 960 kyr AP), selected because they illustrate the full range of projected GSL values. The ice 
sheet extents for the selected GSLs are illustrated in Figure 4-4. Figures 4-5a and 4-6a are associated with 
the maximum increase in GSL of 24 m (Figure 4-4a), which occurs shortly after the emissions period when 
atmospheric CO2 concentration is significantly higher than pre-industrial. This results in partial melting 
of the GrIS, the warming signature for which can just be seen in the north-west corner of Figure 4-5a. 
Increased warming over land areas occurs, along with increased precipitation in some regions including 
the North Atlantic and Fennoscandia. 
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Figure 4-5. Emulated mean annual SAT anomaly (°C) for the region of Europe for the RCP8.5 emissions 
scenario. Snapshots have GSL values of: (a) +24 m (5 kyr AP), (b) −46 m (215 kyr AP), and (c) −122 m 
(960 kyr AP).

Figure 4-6. Emulated mean annual precipitation anomaly (mm/month) for the region of Europe for the 
RCP8.5 emissions scenario. Snapshots have GSL values of: (a) +24 m (5 kyr AP), (b) −46 m (215 kyr AP), and 
(c) −122 m (960 kyr AP).

http://atoc.colorado.edu/research/wavelets
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Figure 4-7. The wavelet power spectrum for emulated mean annual SAT anomaly (°C) the next 1 Myr 
for the Olkiluoto (a) and Forsmark (b) grid boxes, for the RCP2.6 emissions scenario (green line in 
Figure 4-2). SAT is normalised separately for each site by the standard deviation of the analysed SAT data 
((a) = 8.8 °C; (b) = 9.1 °C).

Figure 4-8. The wavelet power spectrum for emulated mean precipitation anomaly (mm/month) the next 
1 Myr for the Olkiluoto (a) and Forsmark (b) grid boxes, for the RCP2.6 emissions scenario (green line in 
Figure 4-3). Precipitation is normalised separately for each site by the standard deviation of the analysed 
precipitation data ((a) =2.5 mm/month; (b) = 5.1 mm/month).
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Figures 4-5b, 4-5c, 4-6b, and 4-6c show glacial conditions, with GSL of −46 m and −122 m 
(Figures 4-4b and 4-4c), respectively. Cooling can be seen over Fennoscandia and the Barents Sea 
(Figure 4-5b) as the Fennoscandian ice sheet starts to build up (Figure 4-4b), which then intensifies 
to > −20 °C and extends to cover much of the high northern latitudes (Figure 4-5c) as the ice sheet 
reaches full size (Figure 4-4c). As mentioned previously, a decrease in precipitation over much of the 
cooled area also occurs, along with a few regions of increased rainfall in the North Atlantic and to 
the south-east of the ice sheet (Figure 4-6c).

4.2.2 Downscaled climate
In order to produce high-resolution projections of future climate, the emulator results were down-
scaled using the bias-correction technique described in Section 3.3.1, which downscales data to 
regional scale, from which site scale data can be extracted. The results of a number of alternative 
downscaling techniques, including physical-statistical downscaling (Section 3.3.2), are presented in 
Section 5.3 along with a discussion of the uncertainty in the projections.

Figures 4-9 to 4-16 illustrate the downscaled climate data, using the CRU 0.5° gridded climatology 
for 1961–1990 (New et al. 1999). Figures 4-9 to 4-12 show the downscaled climate in response to 
the forcings illustrated in Figure 3-15, whilst Figures 4-13 to 4-16 show the downscaled climate 
but assuming that there is no ice coverage at the sites. For this “no-ice” data, the emulator was 
forced with the same forcings as presented in Figure 3-15, except when GSL fell below −46 m 
(i.e. the lowest GSL at which ice coverage does not occur at the sites in the Singarayer and Valdes 
(2010) simulations, shown in Figure 3-8a) it was set to −46 m to prevent the simulation of ice sheet 
coverage at the sites (thus the minimum GSL was −46 m). These “no-ice” results were included to 
provide information about what the air temperature at the land surface may be if the ice sheet did not 
quite extend to the sites of interest during glaciations. 

In Figures 4-9 to 4-16, periods when the ice sheet is projected to be overlying the sites are high-
lighted by the vertical shaded bands, calculated by applying the relatively simple threshold approach 
to GSL (Figure 3-15c) that was described and validated in Section 3.1.3. The vertical bands are the 
same for the ice-covered and non-ice-covered versions of the SAT and precipitation results, since 
they are based on GSL, and thus highlight when the differences between these results occur. Periods 
of higher confidence ice coverage (GSL < −93 m) are illustrated by purple bands, whilst periods of 
lower confidence ice coverage (−93 m < GSL < −53 m) are represented by cyan bands. The projected 
timings of these periods of glacial conditions at the sites are detailed in Table 4-1, including the dura-
tion. During ice-covered conditions the climate results are associated with higher uncertainty, since 
the downscaling bias correction is calibrated on modern-day climate. Downscaled climate for the 
region of Fennoscandia is shown in Figure 4-17 (SAT) and Figure 4-18 (precipitation) for different 
climate states, including warm interglacial (top panel) and glacial (bottom panel). 

The temperature and precipitation projections are very similar in form to the anomalies exhibited 
in the previous section. The warmest conditions are experienced at the very start of the time period, 
either at present day for RCP2.6 and RCP4.5, or 1 kyr AP for RCP8.5 (Figures 4-9 and 4-10). 
At Olkiluoto, maximum absolute temperatures at these times are 7.9 °C and 13.8 °C for RCP2.6 
and RCP8.5, whilst the temperature at Forsmark is 9.5 °C and 16.0 °C. The warmest timestep for 
RCP2.6 and RCP4.5 (at 0 kyr AP) are the same since they both have the same modern-day forcing 
conditions, although after this time the climates diverge. This can clearly be seen in Figures 4-17a 
and 4-17b, and Figures 4-18a and 4-18b. When considering SAT, cooler temperatures over the 
Norwegian mountain ranges can be seen relative to the lower elevation (Figures 4-17a to 4-17c). 

In Section 4.1, the CGSLM estimated that the next glacial inception may occur at ~ 50 kyr AP 
for RCP2.6, ~ 60 kyr AP for RCP4.5, and ~170 kyr AP for RCP8.5. However, based on the GSL 
 threshold analysis, and only taking into account periods of higher confidence ice coverage, the ice 
sheet is not projected to expand as far as the Olkiluoto and Forsmark sites until ~100 kyr AP for 
RCP2.6, ~130 kyr AP for RCP4.5, and ~ 410 kyr AP for RCP8.5 (Figures 4-9 to 4-16, Table 4-1). 
The SATs over Fennoscandia for these times are illustrated in Figure 4-17 (bottom panel), where 
the relatively low temperatures over the extensive Fennoscandian ice sheet can be clearly seen. 
Temperature minima at Olkiluoto projected to occur just prior to this ice sheet coverage range 
from −16.2 °C for RCP8.5 to −16.5 °C for RCP2.6, and at Forsmark from −15.6 °C for RCP8.5 to 
−16.0 °C for RCP2.6, although the timing of these minima varies between the scenarios.
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Figure 4-9. Time series of emulated downscaled mean annual SAT (°C) for the next 1 Myr at the Olkiluoto 
site, for the natural (a), RCP2.6 (b), RCP4.5 (c), and RCP8.5 (d) emissions scenarios, downscaled using 
the bias-correction technique. SAT is modelled every 1 kyr. Error bands represent the emulated grid box 
posterior variance (1 SD). Vertical bands represent periods when the Fennoscandian ice sheet is covering 
the site, with purple shading indicating higher confidence (GSL < −93 m) and cyan shading indicating 
lower confidence (−93 m < GSL < −53 m) ice coverage. A higher degree of cyan shading indicates lower 
uncertainty. The grey dotted line represents present-day mean annual SAT at the site (4.2 °C) taken from the 
CRU 0.5° gridded climatology for the period 1961–1990 (New et al. 1999).

For RCP2.6 and RCP4.5, there is also an earlier period of cooler-than-modern temperatures at both sites, 
occurring approximately 60 kyr AP, several tens of thousands of years before ice coverage is first recorded 
at the sites in the two scenarios. The Fennoscandian ice sheet has partially developed at this time, but has 
either not yet expanded as far as the two sites, or else the confidence that ice coverage occurs is very low. 
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Figure 4-10. Time series of emulated downscaled mean annual SAT (°C) for the next 1 Myr at the 
Forsmark site, for the natural (a), RCP2.6 (b), RCP4.5 (c), and RCP8.5 (d) emissions scenarios, down-
scaled using the bias-correction technique. SAT is modelled every 1 kyr. Error bands represent the emulated 
grid box posterior variance (1 SD). Vertical bands represent periods when the Fennoscandian ice sheet is 
covering the site, with purple shading indicating higher confidence (GSL < −93 m) and cyan shading indi-
cating lower confidence (−93 m < GSL < −53 m) ice coverage. A higher degree of cyan shading indicates 
lower uncertainty. The grey dotted line represents present-day mean annual SAT at the site (5.5 °C) taken 
from the CRU 0.5° gridded climatology for the period 1961–1990 (New et al. 1999).

Following glaciation, interglacial conditions are experienced as SAT increases back towards modern-day 
values for a time, after which cooling occurs once more. In terms of the timing of glacial conditions at 
the sites, ice sheet coverage is fairly variable, ranging from a few thousand years up to 60 kyr or longer 
(Table 4-1), based on the GSL threshold method.
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Figure 4-11. Time series of emulated downscaled mean annual precipitation (mm/month) for the next 
1 Myr at the Olkiluoto, for the natural (a), RCP2.6 (b), RCP4.5 (c), and RCP8.5 (d) emissions  scenario, 
downscaled using the bias-correction technique. SAT is modelled every 1 kyr. Error bands represent the 
emulated grid box posterior variance (1 SD). Vertical bands represent periods when the Fennoscandian 
ice sheet is covering the site, with purple shading indicating higher confidence (GSL < −93 m) and cyan 
shading indicating lower confidence (−93 m < GSL < −53 m) ice coverage. A higher degree of cyan shading 
indicates lower uncertainty. The grey dotted line represents present-day mean annual precipitation at the site 
(45 mm/month) taken from the CRU 0.5° gridded climatology for the period 1961–1990 (New et al. 1999).

Figures 4-11 and 4-12 illustrate projected precipitation at the two sites over the next 1 Myr, 
whereas Figure 4-18 illustrates precipitation for the whole of Fennoscandia. The warmest period for 
each scenario is also associated with relatively high precipitation, ranging from 50 mm/month to 
67 mm/month at Olkiluoto, and 47 mm/month to 59 mm/month at Forsmark (Figures 4-10 and 4-12). 
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Figure 4-12. Time series of emulated downscaled mean annual precipitation (mm/month) for the next 1 Myr 
at the Forsmark site, for the natural (a), RCP2.6 (b), RCP4.5 (c), and RCP8.5 (d) emissions scenarios, 
downscaled using the bias-correction technique. SAT is modelled every 1 kyr. Error bands represent the 
emulated grid box posterior variance (1 SD). Vertical bands represent periods when the Fennoscandian 
ice sheet is covering the site, with purple shading indicating higher confidence (GSL < −93 m) and cyan 
shading indicating lower confidence (−93 m < GSL < −53 m) ice coverage. A higher degree of cyan shading 
indicates lower uncertainty. The grey dotted line represents present-day mean annual precipitation at the site 
(42 mm/month) taken from the CRU 0.5° gridded climatology for the period 1961–1990 (New et al. 1999).

In Figure 4-18 (top panel), it can be seen that the highest precipitation occurs in the south of Norway 
and to the west of the Norwegian mountains, with more modest increases in Sweden and Finland 
when RCP2.6 is compared to RCP8.5. 
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Figure 4-13. Time series of emulated downscaled mean annual SAT (°C) for the next 1 Myr assuming 
no ice cover during glacial conditions at the Olkiluoto site, for the natural (a), RCP2.6 (b), RCP4.5 (c), 
and RCP8.5 (d) emissions scenarios, downscaled using the bias-correction technique. During glacial 
periods, GSL is allowing to reach a minimum of −46 m and is then held constant until it increases towards 
interglacial conditions. SAT is modelled every 1 kyr. Error bands represent the emulated grid box posterior 
variance (1 SD). Vertical bands represent periods when the Fennoscandian ice sheet is covering the site, 
with purple shading indicating higher confidence (GSL < −93 m) and cyan shading indicating lower 
confidence (−93 m < GSL < −53 m) ice coverage. A higher degree of cyan shading indicates lower 
uncertainty. The grey dotted line represents present-day mean annual SAT at the site (4.2 °C) taken from 
the CRU 0.5° gridded climatology for the period 1961–1990 (New et al. 1999).

During glacial conditions when prolonged (higher confidence) ice is present at the sites, a decrease in 
precipitation compared to interglacial conditions is seen (Figures 4-11 and 4-12), since the presence 
of the ice sheet increases the orography in the region, resulting in increased orographic rainfall in 
ice-free areas and at the ice sheet margin and reduced precipitation in high altitude areas (Figure 4-18; 
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Figure 4-14. Time series of emulated downscaled mean annual SAT (°C) for the next 1 Myr assuming 
no ice cover during glacial conditions at the Forsmark site, for the natural (a), RCP2.6 (b), RCP4.5 (c), 
and RCP8.5 (d) emissions scenarios, downscaled using the bias-correction technique. During glacial 
periods, GSL is allowing to reach a minimum of −46 m and is then held constant until it increases towards 
interglacial conditions. SAT is modelled every 1 kyr. Error bands represent the emulated grid box posterior 
variance (1 SD). Vertical bands represent periods when the Fennoscandian ice sheet is covering the site, 
with purple shading indicating higher confidence (GSL < −93 m) and cyan shading indicating lower confi-
dence (−93 m < GSL < −53 m) ice coverage. A higher degree of cyan shading indicates lower uncertainty. 
The grey dotted line represents present-day mean annual SAT at the site (5.5 °C) taken from the CRU 0.5° 
gridded climatology for the period 1961–1990 (New et al. 1999).

bottom panel). Prior to this decrease, an increase in precipitation is observed as the ice sheet margin 
approaches the sites, as discussed in the previous section. Precipitation at Olkiluoto is estimated to be 
~ 46–47 mm/month immediately prior to the first timestep with ice sheet coverage for all emissions 
scenarios (see earlier in the section for timings of first glaciations), and ~ 53 mm/month at Forsmark. 
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Following this period of ice coverage at the sites, precipitation generally increases back towards 
approximately modern-day values at Forsmark as the climate system moves into an interglacial state 
before it begins the transition back towards glacial conditions. Compared to the Forsmark site, the 
increase in precipitation above pre-industrial values at Olkiluoto occurs earlier in the glacial cycle, 
during periglacial conditions (i.e. within the white bands).

Figure 4-15. Time series of emulated downscaled mean annual precipitation (mm/month) for the next 1 Myr 
assuming no ice cover during glacial conditions at the Olkiluoto site, for the natural (a), RCP2.6 (b), 
RCP4.5 (c), and RCP8.5 (d) emissions scenarios, downscaled using the bias-correction technique. During 
glacial periods, GSL is allowing to reach a minimum of −46 m and is then held constant until it increases 
towards interglacial conditions. SAT is modelled every 1 kyr. Error bands represent the emulated grid box 
posterior variance (1 SD). Vertical bands represent periods when the Fennoscandian ice sheet is covering the 
site, with purple shading indicating higher confidence (GSL < −93 m) and cyan shading indicating lower 
confidence (−93 m < GSL < −53 m) ice coverage. A higher degree of cyan shading indicates lower uncertainty. 
The grey dotted line represents present-day mean annual precipitation at the site (45 mm/month) taken from 
the CRU 0.5° gridded climatology for the period 1961–1990 (New et al. 1999).
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Figure 4-16. Time series of emulated downscaled mean annual precipitation (mm/month) for the next 1 Myr 
assuming no ice cover during glacial conditions at the Forsmark site, for the natural (a), RCP2.6 (b), RCP4.5 
(c), and RCP8.5 (d) emissions scenarios, downscaled using the bias-correction technique. During glacial 
periods, GSL is allowing to reach a minimum of −46 m and is then held constant until it increases towards 
interglacial conditions. SAT is modelled every 1 kyr. Error bands represent the emulated grid box posterior 
variance (1 SD). Vertical bands represent periods when the Fennoscandian ice sheet is covering the site, with 
purple shading indicating higher confidence (GSL < −93 m) and cyan shading indicating lower confidence 
(−93 m < GSL < −53 m) ice coverage. A higher degree of cyan shading indicates lower uncertainty. The grey 
dotted line represents present-day mean annual precipitation at the site (42 mm/month) taken from the CRU 
0.5° gridded climatology for the period 1961–1990 (New et al. 1999).

If ice coverage is assumed not to occur at the sites (Figures 4-13 to 4-16), the SAT and precipitation 
curves follow the same trajectory as in Figures 4-9 to 4-12 during interglacial and mild glacial condi-
tions. However, during full glacial conditions, the SAT results demonstrate less cooling due to the 
absence of ice at the grid boxes, and smaller extremes in precipitation. This is because the ice sheet 
margin no longer passes over the site, thus reducing the rain-shadow driven maxima, and increasing 
the minima that occur during periods of ice coverage at the site during full glacial conditions in 
Figures 4-11 and 4-12.
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Table 4-1. Timings and durations of the projected periods of ice coverage at the Olkiluoto and 
Forsmark sites for the last glacial cycle (including modelling results of SKB (2010), and GSL 
reconstructed using the CGSLM and δ18O data (Spratt and Lisiecki 2016)) and the natural, RCP2.6, 
RCP4.5, and RCP8.5 emissions scenarios. Lower confidence ice coverage corresponds to the 
cyan shaded bands on Figures 4-9 to 4-16, whilst higher confidence coverage corresponds to 
the purple shaded bands. For a single ice coverage event with consecutive periods of lower 
and higher confidence coverage, the timings and duration for the lower confidence coverage 
encompass the full event, with the period(s) of higher confidence coverage making up a part of 
this. For example, the first occurrence of ice coverage in the natural scenario (Figures 4-9a to 
4-16a) demonstrates lower confidence coverage starting at 82 kyr AP, followed by two periods of 
higher confidence coverage at 97–112 and 128–138 kyr AP with lower confidence ice coverage in 
between, followed by a period of lower confidence coverage from 139 until 141 kyr AP. However, 
this is reported as lower confidence coverage from 82 to 141 kyr AP (59 kyr), with a total of 25 kyr 
(15 + 10 kyr) projected to be higher confidence ice coverage. Grey shading indicates the occur-
rence of lower confidence ice coverage without progression to higher confidence coverage.

Scenario Projected ice coverage at sites

Lower confidence Higher confidence

From 
(kyr AP)

To  
(kyr AP)

Duration 
(kyr)

Total time 
(kyr)

From 
(kyr AP)

To  
(kyr AP)

Duration 
(kyr)

Total time 
(kyr)

LGC SKB (2010) −64 −55 9
−30 −11 19

CGSLM −110 −104 6
−94 −13 81 −69 −55 14

−35 −16 19
δ18O −112 −109 3

−71 −12 59 −39 −15 24

Natural 82 141 59 59 97 112 15 15
128 138 10 25

151 158 7 66
169 229 60 126 177 181 4 29

199 208 9 38
212 226 14 52

258 277 19 145 267 271 4 56
283 321 38 183 293 318 25 81
340 349 9 192
352 424 72 264 376 420 44 125
529 588 59 323 552 562 10 135

575 585 10 145
604 609 5 328
622 682 60 388 645 653 8 153

667 678 11 164
713 767 54 442 721 723 2 166

740 747 7 173
754 764 10 183

808 881 73 515 836 877 41 224
886 899 12 528
904 966 62 590 912 918 6 230

927 939 12 242
950 962 12 254

RCP2.6 85 141 56 56 100 110 10 10
130 137 7 17

170 228 58 114 201 205 4 21
214 226 12 33

259 277 18 132 268 270 2 35
284 321 37 169 294 318 24 59
340 347 7 176
353 424 71 247 377 420 43 102
508 520 12 259
524 588 64 323 533 538 5 107
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Scenario Projected ice coverage at sites

Lower confidence Higher confidence

From 
(kyr AP)

To  
(kyr AP)

Duration 
(kyr)

Total time 
(kyr)

From 
(kyr AP)

To  
(kyr AP)

Duration 
(kyr)

Total time 
(kyr)

549 565 16 123
573 585 12 135

604 609 5 328
622 682 60 388 629 630 1 136

645 653 8 144
667 678 11 155

713 767 54 442 721 723 2 157
740 747 7 164
754 764 10 174

807 881 74 516 835 877 42 216
886 899 13 529
904 966 62 591 912 918 6 222

926 939 13 235
950 962 12 247

RCP4.5 89 118 29 29
122 140 18 47 132 137 5 5
172 228 56 103 216 225 9 14
260 276 16 119
285 321 36 155 297 299 2 16

306 318 12 28
354 424 70 225 378 420 42 70
508 520 12 237
525 588 63 300 534 537 3 73

550 564 14 87
573 585 12 99

622 682 60 360 645 652 7 106
667 678 11 117

714 767 53 413 722 723 1 118
741 747 6 124
754 764 10 134

807 881 74 487 835 877 42 176
886 899 13 500
904 966 62 562 912 918 6 182

926 939 13 195
950 962 12 207

RCP8.5 217 226 9 9
265 273 8 17
290 319 29 46
360 422 62 108 414 418 4 4
531 587 56 164 556 558 2 6

577 584 7 13
623 681 58 222 647 651 4 17

668 678 10 27
714 729 15 237
733 767 34 271 742 746 4 31

755 764 9 40
809 824 15 286
826 880 54 340 836 861 25 65

865 877 12 77
886 899 13 353
905 966 61 414 913 917 4 81

927 939 12 93
951 962 11 104
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Figure 4-17. Emulated mean annual SAT (°C) snapshots, downscaled using the bias-correction technique for the 
region of Scandinavia, for the RCP2.6, RCP4.5 and RCP8.5 emissions scenarios. Top panel: Warmest conditions 
(at: (a) 1 kyr AP, (b) 1 kyr AP, and (c) 2 kyr AP). Bottom panel: Coldest conditions immediately prior to develop-
ment of the ice sheet at the sites during the next glaciation (at: (d) 99 kyr AP, (e) 131 kyr AP, and (f) 413 kyr AP). 

Figure 4-18. Emulated mean annual precipitation (mm/month) snapshots, downscaled using the bias-correction 
technique for the region of Scandinavia, for the RCP2.6, RCP4.5 and RCP8.5 emissions scenarios. Top panel: 
Warmest conditions (at: (a) 1 kyr AP, (b) 1 kyr AP, and (c) 2 kyr AP). Bottom panel: Coldest conditions immediately 
prior to development of the ice sheet at the sites during the next glaciation (at: (d) 99 kyr AP, (e) 131 kyr AP, and 
(f) 413 kyr AP).
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5 Discussion and uncertainties

5.1 Future climate
The CGSLM applied here suggests that the next glacial inception following low to medium 
anthropogenic emissions (natural scenario, RCP2.6 or RCP4.5) may occur approximately 50 kyr 
in to the future. If high anthropogenic CO2 emissions (RCP8.5) are assumed, the current interglacial 
may last until ~170 kyr AP. These timings are in good agreement with a number of previous studies 
that modelled the possible timing of the next glacial inception, many of which are summarised in 
the review by Brandefelt and Näslund (2014). For example, several studies have suggested that 
under pre-industrial atmospheric CO2 concentrations, the next glacial inception may occur either 
imminently (Pimenoff et al. 2011) or in ~ 50 kyr (e.g. Berger and Loutre 2002, Berger et al. 2003, 
Cochelin et al. 2006, Ganopolski et al. 2016). For CO2 scenarios with medium emissions, studies 
have suggested the end to the current interglacial period occurring in approximately 50 kyr (Berger 
et al. 2003), 130 kyr (Archer and Ganopolski 2005, Lord et al. 2015, Ganopolski et al. 2016), or 
167 kyr AP (Texier et al. 2003). For high emissions of 5000 Pg C, Archer and Ganopolski (2005) 
concluded that the next glacial inception may be delayed for more than 500 kyr, in agreement with 
Lord et al. (2015), but in contrast to Texier et al. (2003), who estimated that the current interglacial 
would end in ~167 kyr under the same emissions forcing. The relatively large range in estimates for 
the onset of the next glaciation, even for similar emissions scenarios, is a result of different models 
and modelling techniques being used. Most of the studies used EMICs, which can be run over the 
multi-millennial timescales required to address this question. However, some the models may cover 
different regions (e.g. Northern Hemisphere only), may be forced with constant or varying atmos-
pheric CO2 concentrations or with anthropogenic CO2 emissions, may or may not include different 
features, processes and feedbacks of the climate and Earth system (e.g. vegetation, carbon cycle), 
and may have different representations of different components of the Earth system (e.g. ocean, 
atmosphere). These differences mean that the models may respond slightly differently to  insolation 
and CO2 forcings, which can result in differences in their projections of future climate. The modelling 
approach applied in this report to project the glacial cycles (the CGSLM) was relatively simplistic 
compared to some of the studies discussed above. However, the modelling of long-term future global 
climate presented here was performed using an emulator calibrated on the results of a GCM, which 
is more complex than an EMIC in terms of the underlying physics and the features and processes of 
the Earth system that are represented.

A study by Brandefelt et al. (2013) estimated that for permafrost development to occur at Forsmark 
during the insolation minima at 17 and 54 kyr AP, atmospheric CO2 concentrations of ~ 210 ppmv 
or less and ~ 250 ppmv or less would be required, respectively. In light of the long atmospheric 
lifetime of CO2 emissions that has been discussed, low concentrations such as these are unlikely in 
the next few tens of thousands of years; however, they cannot be entirely excluded over this time 
period. It should be noted, however, that the initiation of the next glaciation does not mean that ice 
coverage at the sites in question is imminent. In fact, based on the GSL threshold method applied here 
and only taking into account periods of higher confidence ice coverage, the results suggest that the 
Fennoscandian ice sheet will not extend as far as the Forsmark and Olkiluoto sites until ~100 kyr AP 
for RCP2.6, ~130 kyr AP for RCP4.5, and ~ 410 kyr AP for RCP8.5.

The results of the emulator suggest that future climate at the Olkiluoto and Forsmark sites will 
change in response to both orbital and anthropogenic CO2 forcing, and the glacial-interglacial cycles. 
Under the emissions scenarios explored here, the most extreme changes in the climate variables 
considered generally occur within the first 50 kyr AP, immediately following the emissions period 
when atmospheric CO2 concentrations are relatively high. Following this, climate conditions tend 
to gradually return back towards pre-industrial conditions, with orbitally-forced fluctuations and 
variations in global ice volume becoming more dominant. For the emissions scenarios considered 
here, mean annual SAT is projected to increase by a maximum of 10.0 ± 0.6 °C at the Olkiluoto 
site and 9.3 ± 0.6 °C at the Forsmark site, whilst precipitation at the sites increases by up to 
20.0 ± 0.5 mm/month in response to radiative forcing from anthropogenic emissions. 
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A previous study by Kjellström et al. (2009) used the Rossby Centre regional climate model, RCA3, 
to simulate climate over the Fennoscandian region for a number of different climate states. One of 
these was a warm climate state, representing the climate several thousand years into the future when 
greenhouse gas concentrations are still above pre-industrial values at 750 ppmv. This simulation was 
compared to a simulation of the recent past (roughly representing the time period 1961–2000) and 
suggested a warming of 4.0 °C at Olkiluoto and 3.6 °C at Forsmark, accompanied by increases in 
mean annual precipitation of 16.0 and 11.5 mm/month, respectively. For reference, the recent past 
simulation was also performed using the Community Climate System Model version 3 (CCSM3) 
GCM, along with a pre-industrial simulation, and resulted in an annual global mean temperature 
that was 1.3 °C warmer than the pre-industrial simulation.

Other modelling has suggested a warming of ~ 7–11 °C averaged over the period 2181–2200 AD for 
central northern Europe under RCP8.5 (Collins et al. 2013), largely in line with the results presented 
here. Winkelmann et al. (2015) projected a maximum warming of around 8 °C for a 5000 Pg C 
emissions scenario, although this was for global mean temperature rather than a single grid box 
temperature, and was modelled using the EMIC cGENIE. In reality, the degree of human-induced 
climate change will be dependent on the total emissions that are released to the atmosphere, with 
lower emissions expected to result in lower levels of warming, as illustrated in Figure 4-2. However, 
the amount of CO2 that will be emitted in the future is not known; thus, a relatively high emissions 
scenario was selected to represent a bounding scenario. Even relatively modest estimates of total 
emissions have been found to result in relatively large changes in climate compared with those 
driven by orbital changes during unperturbed interglacial periods.

In the results presented here, SAT at the LGM (18–21 kyr BP) at Olkiluoto is projected to decrease 
by up to 24.1 ± 0.6 °C compared to the pre-industrial simulation, whilst Forsmark is projected to 
cool by up to 25.9 ± 0.5 °C. A large proportion of this cooling occurs as a result of the significantly 
increased altitude of the modelled land surface due to the presence of the ice sheet (temperatures 
are colder at higher altitudes). In addition, precipitation decreases by up to 12.3 ± 0.5 mm/month at 
Olkiluoto, and up to 16.6 ± 0.6 mm/month at Forsmark. This can be compared to Kjellström et al. 
(2009), who included a glacial climate state in their modelling of Fennoscandian climate using 
RCA3, which represented a period during the LGM (21 kyr BP). The model projected a cooling of 
20.8 °C at the Olkiluoto site and 25.5 °C at the Forsmark site when compared with the recent past 
simulation (described earlier in this section). Mean annual precipitation at Olkiluoto was estimated 
to decrease by 8.2 mm/month (compared with the recent past) at Forsmark, but no significant 
change was projected at the Olkiluoto site. A similar magnitude of cooling was simulated over 
Fennoscandia by the CLIMBER-2-SICOPOLIS model for a simulation of the last glacial cycle 
(Pimenoff et al. 2011). A number of other studies have estimated cooling in mean annual temperature 
over northern Europe of ~10–32 °C during the LGM (e.g. Otto-Bliesner et al. 2006, Braconnot et al. 
2007, Singarayer and Valdes 2010). There are a number of causes of differences in the predictions 
of climate conditions at the LGM, including different models and methods of reconstruction (e.g. 
GCMs, EMICs, proxy data) being used, different climate forcing records (e.g. GSL and CO2 
reconstructed using models or palaeo proxy data), and different model boundary conditions (e.g. 
orography). Issues such as these are the motivation for many large intermodel comparison projects, 
such as the Coupled Model Intercomparison Project (CMIP, www.wcrp-climate.org/wgcm-cmip/
wgcm-cmip6) and the Paleoclimate Model Intercomparison Project (PMIP, https://pmip4.lsce.ipsl.
fr). These projects use a range of GCMs to run sets of simulations with the same forcing and bound-
ary conditions, with the aims of assessing the impact of model structural differences on climate 
projections and producing multi-model mean results, which are often taken to be the “best estimate” 
climate projections.

5.2 Implications of climate changes
Whether as a result of orbital or CO2 forcing, fluctuations in climate could have implications for the 
safety assessments of the geological repositories that have been proposed to be sited at Olkiluoto 
and Forsmark. One key issue for both sites relates to the timing of the next glacial inception (see 
e.g. SKB 2010). During glacial episodes, the advance and retreat of ice sheets can lead to changes 
on groundwater flow and chemistry, changes in stresses in the Earth’s crust, surface erosion 

http://www.wcrp-climate.org/wgcm-cmip/wgcm-cmip6
http://www.wcrp-climate.org/wgcm-cmip/wgcm-cmip6
https://pmip4.lsce.ipsl.fr
https://pmip4.lsce.ipsl.fr
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(Clayton 1994, SKB 2010), and isostatic effects (SKB 2010, Whitehouse 2009). Permafrost may 
develop during periglacial conditions, reaching depths of tens or hundreds of metres (French 2007, 
Hartikainen et al. 2010). Hence, a significantly extended interglacial or a delayed glaciation with 
an extended prior period of periglacial conditions can have important implications which may be 
either detrimental or advantageous to safety, for the long-term performance of repositories located in 
previously glaciated regions (see e.g. SKB 2011). 

Changes in GSL, particularly increasing GSL associated with anthropogenic warming and continen-
tal ice sheet retreat, may also have implications for these sites given their coastal locations, although 
ongoing glacial isostatic adjustment would act to mitigate the impacts of some of this sea level rise 
(e.g. SKB 2010).

5.3 Alternative downscaling methods
The results in Section 4.2.2 were produced using bias-correction downscaling, as described in 
Section 3.3.1. Here, we instead present results from an alternative method – physical-statistical 
downscaling (described in Section 3.3.2). Physical-statistical downscaling works by identifying 
statistical relationships between high-resolution data describing physical characteristics of the region 
(e.g. orography), high-resolution observed climate data (e.g. SAT) and low resolution climate model 
data (e.g. SAT, orography). The statistical model is then applied to the emulated projections of 
future climate, allowing the climatic impacts of physical conditions at a finer scale than the GCM 
resolution to be represented in the projected data. To account for the model error, the downscaled 
results are bias-corrected based on the anomaly between the pre-industrial climate results predicting 
using the physical-statistical model and the CRU climate data. The climate projections for the sites 
downscaled using this method are illustrated in Figures 5-1 to 5-4 (dashed lines), along with the 
results downscaled using bias-correction (bold solid lines) which were also presented in Figures 4-9 
to 4-12. 

Two other downscaling techniques were also considered, which aim to address the increased uncer-
tainty in the bias-correction and physical-statistical techniques during periods when ice is present at 
the sites. For these results, the bias-correction and physical-statistical downscaling techniques were 
applied when the sites were ice-free (i.e. interglacial and early glacial conditions). However, during 
conditions of ice coverage at the sites (i.e. full glacial) the raw emulator climate output (interpolated 
to 0.5° resolution of the CRU dataset) was used, rather than a downscaled version. Only the results 
of the bias-correction downscaling applied only when there is no ice at the sites, assigned the suffix 
‘no ice’ (dotted lines), are presented in Figures 5-1 to 5-4 because the results of the ‘no ice’ physical-
statistical downscaling were essentially indistinguishable from the other curves.

Of particular interest in Figures 5-1 to 5-4 is the comparison of the bias-correction and physical 
statistical downscaling techniques, which each have different strengths and weaknesses that are 
discussed below. For SAT, the projections at the two sites downscaled using these two techniques 
are very similar and only differ occasionally, particularly during mild glacial conditions (Figures 5-1 
and 5-2). At these times, the SATs following physical-statistical downscaling are slightly warmer 
(by up to ~1 °C) due to differences between the low-resolution GCM orography and the high-
resolution orography. 

The difference between the two downscaling techniques is a little more variable for precipitation. At 
both sites (Figures 5-3 and 5-4), precipitation is fairly similar across the two techniques during inter-
glacial conditions, such as between ~ 430 and 530 kyr AP. However, at Olkiluoto just before or after 
the approach or coverage of the ice sheet at the site (cyan and purple bands), the bias-corrected data 
shows higher precipitation values than the physical-statistical data. The higher values at these times 
originate in the emulated precipitation data, and are amplified by the bias correction downscaling but 
not by the physical-statistical downscaling. This trend is also evident at the Forsmark site, although 
to a lesser degree. During full glacial conditions, the physical-statistical downscaling results in 
significantly lower precipitation rates at both sites, by up to ~12–15 mm/month at Olkiluoto and 
~ 5–6 mm/month at Forsmark. This may be related to the high-resolution orography data of Peltier 
(2004) used in the statistical model exhibiting higher orography for the ice sheet in this region than 
the HadCM3 orography used in the emulator. 
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Figure 5-1. Time series of emulated downscaled mean annual SAT (°C) for the next 1 Myr at the Olkiluoto 
site, for the natural (a), RCP2.6 (b), RCP4.5 (c), and RCP8.5 (d) emissions scenarios, downscaled using a 
number of alternative techniques. These include the bias-correction downscaling presented in Figure 4-9 
(solid lines; ‘Bias-corr’), physical-statistical downscaling (dashed lines; ‘Phys-stat’), and the bias-correction 
technique applied only when ice is not covering the sites (dotted lines; ‘Bias-corr no ice’). SAT is modelled 
every 1 kyr. Vertical bands represent periods when the Fennoscandian ice sheet is covering the site, with 
purple shading indicating higher confidence (GSL < −93 m) and cyan shading indicating lower confidence 
(−93 m < GSL < −53 m) ice coverage. A higher degree of cyan shading indicates lower uncertainty. The 
grey dotted line represents present-day mean annual SAT at the site (4.2 °C) taken from the CRU 0.5° 
gridded climatology for the period 1961–1990 (New et al. 1999).



SKB TR-19-09 65

Te
m

pe
ra

tu
re

 (°
C

)
Te

m
pe

ra
tu

re
 (°

C
)

Te
m

pe
ra

tu
re

 (°
C

)
Te

m
pe

ra
tu

re
 (°

C
)

Bias−corr Phys−stat Bias−corr no ice

−25

−20

−15

−10

−5

0

5

10

15 Natural(a)

−25

−20

−15

−10

−5

0

5

10

15 RCP2.6(b)

−25

−20

−15

−10

−5

0

5

10

15 RCP4.5(c)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−25

−20

−15

−10

−5

0

5

10

15 RCP8.5

Time AP (Myr)

(d)

Figure 5-2. Time series of emulated downscaled mean annual SAT (°C) for the next 1 Myr at the Forsmark 
site, for the natural (a), RCP2.6 (b), RCP4.5 (c), and RCP8.5 (d) emissions scenarios, downscaled using a 
number of alternative techniques. These include the bias-correction downscaling presented in Figure 4-10 
(solid lines; ‘Bias-corr’), physical-statistical downscaling (dashed lines; ‘Phys-stat’), and the bias-correction 
technique applied only when ice is not covering the sites (dotted lines; ‘Bias-corr no ice’). SAT is modelled 
every 1 kyr. Vertical bands represent periods when the Fennoscandian ice sheet is covering the site, with 
purple shading indicating higher confidence (GSL < −93 m) and cyan shading indicating lower confidence 
(−93 m < GSL < −53 m) ice coverage. A higher degree of cyan shading indicates lower uncertainty. The 
grey dotted line represents present-day mean annual SAT at the site (4.2 °C) taken from the CRU 0.5° 
gridded climatology for the period 1961–1990 (New et al. 1999).
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Figure 5-3. Time series of emulated downscaled mean annual precipitation (mm/month) for the next 1 Myr 
at the Olkiluoto site, for the natural (a), RCP2.6 (b), RCP4.5 (c), and RCP8.5 (d) emissions scenarios, 
downscaled using a number of alternative techniques. These include the bias-correction downscaling pre-
sented in Figure 4-11 (solid lines; ‘Bias-corr’), physical-statistical downscaling (dashed lines; ‘Phys-stat’), 
and the bias-correction technique applied only when ice is not covering the sites (dotted lines; ‘Bias-corr 
no ice’). SAT is modelled every 1 kyr. Error bands represent the emulated grid box posterior variance 
(1 SD). Vertical bands represent periods when the Fennoscandian ice sheet is covering the site, with 
purple shading indicating higher confidence (GSL < −93 m) and cyan shading indicating lower confidence 
(−93 m < GSL < −53 m) ice coverage. A higher degree of cyan shading indicates lower uncertainty. The 
grey dotted line represents present-day mean annual precipitation at the site (42 mm/month) taken from the 
CRU 0.5° gridded climatology for the period 1961–1990 (New et al. 1999).
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Figure 5-4. Time series of emulated downscaled mean annual precipitation (mm/month) for the next 1 Myr 
at the Forsmark site, for the natural (a), RCP2.6 (b), RCP4.5 (c), and RCP8.5 (d) emissions scenarios, 
downscaled using a number of alternative techniques. These include the bias-correction downscaling pre-
sented in Figure 4-12 (solid lines; ‘Bias-corr’), physical-statistical downscaling (dashed lines; ‘Phys-stat’), 
and the bias-correction technique applied only when ice is not covering the sites (dotted lines; ‘Bias-corr 
no ice’). SAT is modelled every 1 kyr. Error bands represent the emulated grid box posterior variance 
(1 SD). Vertical bands represent periods when the Fennoscandian ice sheet is covering the site, with 
purple shading indicating higher confidence (GSL < −93 m) and cyan shading indicating lower confidence 
(−93 m < GSL < −53 m) ice coverage. A higher degree of cyan shading indicates lower uncertainty. The grey 
dotted line represents present-day mean annual precipitation at the site (42 mm/month) taken from the CRU 
0.5° gridded climatology for the period 1961–1990 (New et al. 1999).
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Downscaling the data only during ice-free conditions at the sites results in slightly higher SATs 
during mild glacial conditions at Olkiluoto (by up to 1 °C) and slightly lower SATs during full glacial 
conditions at Forsmark (by up to −3 °C). During glacial conditions, precipitation rates at Olkiluoto 
are generally intermediate between the bias-correction (higher precipitation) and physical-statistical 
downscaling results (lower precipitation). Conversely, at Forsmark during mild glacial conditions 
precipitation rates at Forsmark are higher than the standard bias-corrected results.

These downscaled results demonstrate the uncertainty in the emulated projections of future climate 
when they are downscaled to 0.5° resolution. Each of the techniques have strengths and weaknesses, 
which may vary between different climate variables and different climate states. For example, all 
techniques works well during interglacial conditions that are similar to present day, particularly in 
the case of SAT, since the model bias is calculated compared to observations of recent modern-day 
(CRU climatology data). This bias is assumed to be independent of climate state, meaning that the 
same bias is applied during both interglacial and glacial conditions. In reality this may not be the 
case, but with no high-resolution observations of a glacial climate this is very difficult to confirm. 

The climate data downscaled using the physical-statistical technique, prior to the subsequent 
bias-correction, appears to be less similar to the CRU data site observations during interglacial 
conditions, in particular precipitation. This is because, as mentioned previously, physical-statistical 
downscaling generally works better for SAT than precipitation because the interaction of physical 
processes that impact precipitation are more complicated, making it harder for the statistical model 
to identify statistical relationships between the climate and physical data. Therefore, it may be that 
in some regions precipitation is over- or underestimated, such as over south west Norway where 
significantly higher precipitation is seen in the observational data than in the downscaled emulator 
results. The regression models also include a relatively small number of physical variables, whilst in 
reality temperature and precipitation are likely to be affected by a wider range of variables and condi-
tions. Additionally, the physical-statistical model is limited by the underlying emulator results that 
are fed into it, which are themselves limited by the GCM, and GCMs generally exhibit less skill in 
reproducing precipitation than SAT. These errors are corrected for during the bias-correction stage. 
However, the physical-statistical downscaling technique is also limited during glacial conditions, 
as the statistical relationships identified under an interglacial climate, as well as the model bias, are 
assumed to remain unchanged. 

These limitations during glacial climates were the drivers for the inclusion of climate projections 
downscaled only during ice-free conditions; in such situations the two downscaling methods have 
been shown to work relatively well, but during glacial conditions the uncertainty may be higher, so 
an argument can be made for using the raw emulator data during these periods, which is based on the 
underlying GCM. However, this may therefore mean that the climate data during these periods do 
not account for relatively fine spatial scale conditions in the region (e.g. orography).

A number of alternative downscaling techniques have been presented and compared to the down-
scaled climate projections described in Section 4.2.2. Although there are some variations between 
the projections, particularly precipitation, they show generally similar trends to each other, and each 
method of downscaling has different strengths and weaknesses which have been discussed.

5.4 Methodological uncertainties and limitations
There are a number of limitations associated with the methodology outlined above, particularly 
relating to the assumptions that it is based on and its application to different periods of time. These 
include:

• The carbon cycle response function is a relatively simple and global mean function linking 
weathering rates and climate. It does not account for potential additional long-term negative 
feedbacks and influences involving marine organic carbon burial, positive feedbacks associated 
with melting of permafrost and release of methane from methane clathrates, changes in volcanic 
outgassing, or shorter timescale interactions with the terrestrial biosphere. The impacts that 
changes in climate have on these processes and feedbacks are still not fully understood, and 
there is also significant uncertainty about changes in the relationship between CO2, climate and 
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global weathering (e.g. Munhoven 2002, Uchikawa and Zeebe 2008, Meissner et al. 2012). The 
response function also assumes that, in the absence of anthropogenic CO2 emissions and orbital 
forcing (i.e. a “natural scenario”), atmospheric CO2 will remain in constant.

• The relatively simple linear regression used to update atmospheric CO2 concentration during 
glacial periods allows the impact of glacial conditions on atmospheric CO2 to be represented, 
but does not account for any non-linearity in the response of CO2. There is also some uncertainty 
associated with the relationship between glacial-interglacial cycles and CO2 and the feedbacks 
that link them.

• The CGSLM that was used to calculate future GSL is relatively simplistic, requiring a relatively 
small number of forcings and tuneable parameters. However, similar models are commonly used 
in research due to the very long time scales involved when considering glacial-interglacial cycles 
(e.g. Archer and Ganopolski 2005, Paillard 1998, Ganopolski et al. 2016, Tzedakis et al. 2017), 
and the model has been shown to be able to reproduce reconstructed past global temperature 
anomalies and GSL data reasonably well (Figure 3-4). However, this method of validation 
assumes that the fundamental climate regime of the next 1 Myr will be the same as that of the last 
1 Myr, with glacial conditions occurring approximately every 100 kyr. Prior to 1 Myr BP, how-
ever, glacials occurred approximately every 40 kyr, and because there is still some uncertainty 
associated with the drivers of this change in pacing, it cannot be ruled out that the glacial regime 
may change again in the future. Nevertheless, based on current understanding of the glacial 
cycles and palaeo-validation results, exploration of the sensitivity of the model to the values of 
the tuneable parameters has suggested that, when parameters are varied independently, the model 
is relatively robust, with a range of values for the parameters generally resulting in relatively 
small changes in the model results. A more thorough sensitivity analysis using LHC sampling 
(Section 3.1.3) found that, for model configurations that reproduced the palaeo temperature 
record well, several different temperature pathways for the future were projected, particularly 
during periods with relatively small variations in insolation. This is partly a result of the relative 
simplicity of the conceptual model, which relies on insolation and time thresholds to control 
transitions between different climate states. Given that the future evolution of temperature is not 
known, the model was tuned to the palaeo data and model configuration that best reproduced the 
data was selected as the final model. It would also not be feasible to run such a long simulation 
using a GCM model containing a coupled ice sheet model due to the associated computational 
expense, although EMICs may be able to simulate long-term ice sheet evolution (e.g. Ganopolski 
and Brovkin 2017).

• The projections of future atmospheric CO2 and GSL, and hence the climate projections, are based 
on the assumption that beyond approximately 2500 AD, humans will make no other significant 
changes to the climate. This may occur through emissions of CO2 from the burning of fossil 
fuels or other processes such as land-use change, or through emissions of other gases that act 
as radiative forcing agents, such as methane or aerosols. The uncertainty associated with future 
human activities and the resulting impacts on radiative forcing is significant, thus a range of 
IPCC emissions scenarios have been included to account for the different possible pathways that 
society might take.

• The carbon cycle in the emulator is not coupled to the climate, since the atmospheric CO2 
concentration is prescribed. The methodology thus assumes that there will be no unexpected 
non-linearities in the carbon cycle, and that changes in climate that are different from those in 
cGENIE do not feed back to the carbon cycle. This may be of particular importance when simu-
lating future climates, when the natural carbon cycle is expected to be significantly perturbed 
due to ongoing anthropogenic emissions of CO2, in a way that may not be fully represented 
in cGENIE. There is also uncertainty surrounding the dynamics of the carbon cycle over long 
 periods of time, such as the role of the silicate weathering mechanism, although the observation 
that different carbon cycle models generally produce fairly similar results increases our confi-
dence (Archer et al. 2009).

• Whilst changes in the ice sheets in response to atmospheric CO2 can be represented by the emu-
lator, such as the likely future melting of the GrIS and WAIS in response to anthropogenic CO2 
emissions, the impact of these changes on the Earth and climate system cannot be captured. For 
example, various studies have modelled the response of the ice sheets to future climate warming, 
finding that the ice sheets may experience significantly increased melt. In fact, for scenarios with 
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high CO2 emissions (> ~ 5000 Pg C), it has been suggested that the GrIS and AIS may be almost 
entirely melted within the next few thousand years (e.g. Huybrechts et al. 2011, Winkelmann 
et al. 2015, DeConto and Pollard 2016), which would cause significant changes in deep ocean 
circulation and ocean stratification (Golledge et al. 2019). These ocean changes cannot be cap-
tured by the current version of the methodology and, whilst their impacts on global and regional 
climate are uncertain, they are expected to be long-term. The melting of the ice sheets would also 
cause significant increases in global sea level, of approximately 70 m if both the GrIS and AIS 
melted (IPCC 2013) or up to ~ 50 m for partial melt of the EAIS (Clark et al. 2016), which would 
strongly affect the global land-sea mask and regional climates, and which cannot be represented 
using the current methodology.

• At present the emulator assumes that future glaciations will follow the same trajectory of ice 
sheet expansion and retreat as was observed during the last stadial of the Weichselian, since the 
ensemble of GCM simulations that simulate glacial conditions are based on the last glacial cycle 
(Singarayer and Valdes 2010). However, it may be that future glaciations do not demonstrate the 
same spatial patterns of ice build-up and melt, perhaps due to differences in the orbital parameters 
or atmospheric CO2. This may mean that for a certain GSL value, there may be multiple possible 
projections of Fennoscandian climate, resulting from changes in the ice sheet configuration over 
time, land surface albedo, and/or atmospheric circulation patterns. In fact, this is known to have 
occurred in the past – the distribution of land ice during the penultimate glacial maximum was 
different to that during the LGM, with geological evidence indicating a larger Fennoscandian 
ice sheet (Svendsen et al. 2004) and climate modelling suggesting a smaller Laurentide ice sheet 
(Colleoni et al. 2016). However, at present, there only exist robust observationally-constrained 
global ice sheet reconstructions for the last glacial cycle. As such, we believe that at this stage our 
methodology is appropriate. However, if ice sheet extent data for more than one glacial cycle 
were developed, and/or ice sheet modelling advanced to such a point that simulations alone 
could produce robust ice sheets configurations, then multiple versions of glacial cycles could be 
included, or else the continental ice sheets could be simulated separately. Alternatively, sensitivity 
studies could be carried out with an ice sheet model to try to investigate how the ice sheet extents 
varied during past glaciations. However, this approach would also involve inherent uncertainties, 
and is beyond the scope of the present study. 

• Similarly, the Singarayer and Valdes (2010) climate simulations use the ICE-5G ice sheet recon-
struction of Peltier (2004). These reconstructions were selected because they are based on palaeo 
data (global sea level and/or ice-sheet extent) and include the range of associated data that was 
required for this work. In addition, for glaciations prior to the last glacial cycle, there is very little 
or no palaeo data available that enables the 3-D reconstructions which are required here. However, 
a number of other reconstructions of the ice sheets also exist and demonstrate some differences 
to the ICE-5G reconstructions (see e.g. Schmidt et al. 2014), which could result in changes to the 
simulated climate. For example, some studies have suggested a lower maximum elevation for the 
Laurentide ice sheet during glacial conditions (e.g. Kleman et al. 2013, Abe-Ouchi et al. 2015). 
Modelling studies have suggested that the topography of the ice sheet can have a significant 
impact on mean sea level pressure, which affects the location of the wind-driven gyre circulation 
in the subpolar North Atlantic, and on the strength of the Atlantic Meridional Overturning 
Circulation, resulting in warming in the North Atlantic (Pausata et al. 2011, Colleoni et al. 2016). 
Storm tracks in the North Atlantic have also been shown to be affected, with associated impacts 
on precipitation and snowfall in northern Europe (e.g. Kageyama and Valdes 2000, Löfverstrom 
et al. 2014, Colleoni et al. 2016). As before, future work could investigate the sensitivity of future 
climate to the size and shape of the ice sheets using ice sheet modelling, for example by incorpo-
rating additional GCM simulations with different ice sheet configurations into the emulator.

• Since the emulator simulates climate via a series of snapshots rather than a truly transient 
simulation, it is not able to capture deviations from a stationary response. As a consequence, the 
methodology becomes inappropriate if such transient changes in the deep ocean are found to be 
important for controlling surface climate evolution.

• The emulator is also limited by the limitations of the underlying GCM, and is only able to 
represent the processes and feedbacks included in it. Processes such as changes in atmospheric 
dust, for example, may have an impact on long-term climate but are associated with significant 
uncertainty and are not accounted for in the GCM. Vegetation in the underlying GCM simula-



SKB TR-19-09 71

tions is able to change in response to changes in climate (including biophysical feedbacks but 
not biochemical feedbacks) but, as with CO2, the nature of the emulator means that this is not 
coupled to climate, so any variations resulting from climate-CO2 feedbacks are not represented.

• Two techniques for spatial downscaling, being bias-correction and physical-statistical down-
scaling, were presented and compared in Sections 4.2.2 and 5.3, along with a second variation 
of each method in which the downscaling was only carried out when an ice sheet was not present 
at the two sites. Each of the techniques has strengths and weaknesses, and makes a number 
of assumptions which could affect the downscaled results, and these are discussed in detail in 
Section 5.3. For example, it is assumed that the relationships identified by both techniques which 
are based on modern-day conditions will be the same in the future, for both global warming and 
cold glacial conditions, which may not necessarily be the case. The regression models for the 
physical-statistical downscaling also include a relatively small number of physical variables, 
whilst in reality temperature and precipitation are likely to be affected by a wider range of vari-
ables and conditions. Finally, both methods are limited by the underlying emulator results that are 
fed into them, which are themselves limited by the GCM.

• The emulator presented in this study is only suitable for modelling transient climate changes 
on timescales of several millennia or longer, as a number of shorter-term processes in the 
climate and carbon cycle are not represented. These include internal variability in the climate 
system, such as interannual variability, North Atlantic Oscillation (NAO), and El Niño – Southern 
Oscillation (ENSO), as well as radiative forcing occurring on shorter timescales (e.g. volcanic 
activity), and terrestrial carbon cycle processes. On these timescales, transient simulations run 
using complex models such as GCMs or EMICS are most appropriate.

• The modelling results presented consider changes in mean annual climate, and seasonal varia-
tions are not presented. Changes in seasonal climate may be of importance to processes such as 
permafrost development and interannual persistence of snow cover. Seasonality was beyond the 
scope of this study, but could be addressed in a subsequent study by running the emulator with 
seasonal GCM simulations.

• The carbon cycle response function, GSL projections, and climate emulator are all based on 
the results of single models (cGENIE, the CGSLM, and HadCM3, respectively). Other models 
may produce different results, due to variations in model structure and the parameterisations 
used. A discussion of how future projections of atmospheric CO2 concentration following CO2 
emissions produced by cGENIE compare to similar results from other models is provided by 
Lord et al. (2016). Similarly, Lord et al. (2017) compare the results of a previous version of the 
emulator, particularly relating to the possible timing of the next glacial inception, to projections 
produced using other models. The comparison of our palaeoclimate results to palaeo proxy data 
in Section 3.2.3 suggests that the models used work fairly well during the time periods consid-
ered. However, further research could aim to compare the results presented here to projections 
produced based on other models.

In summary, the emulator is a useful tool for projecting changes in long-term climate, as long as the 
above assumptions and limitations are carefully considered to ensure that the methodology is being 
applied in the manner and under the conditions for which it was designed. 
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6 Summary and conclusions

In this study, a combination of modelling techniques have been used to simulate the possible evolu-
tion of future climate over the next 1 Myr for a range of anthropogenic CO2 emissions scenarios. 
These models include a carbon cycle impulse response function used to project atmospheric CO2 
concentration in response to anthropogenic CO2 emissions, a CGSLM which estimated future 
changes in GSL forced by orbital and atmospheric CO2 variations, and a statistical climate emulator 
used to project the future evolution of a number of climate variables forced by atmospheric CO2 
concentration, orbital variations and global ice sheet volume changes. The results of the emulator 
were then downscaled using bias-correction and a physical-statistical technique.

Future climate has been shown to vary in response to the CO2 and orbital forcings and 
glacial-interglacial cycles, exhibiting a period of warming (accompanied by associated climate 
changes) for up to 50 kyr, due to elevated atmospheric CO2 concentrations following emissions. 
This is followed by an increased dominance of orbital forcing on climate, and fluctuations between 
interglacial and glacial states. However, the results suggest that the timing of the next glacial  inception, 
which is a key climate issue in safety assessments performed for the Olkiluoto and Forsmark sites, may 
be strongly affected by anthropogenic CO2 emissions, with low to medium emissions resulting in the 
next glaciation occurring in ~ 50 kyr, and relatively high emissions  extending the current interglacial 
for approximately 170 kyr. If the first occurrence of ice sheet  coverage at the sites is considered, these 
timescales are even longer, being ~100–130 kyr AP and ~ 410 kyr AP, respectively.

Bearing in mind the limitations discussed in the previous section, the methodology described in 
this report is a useful and powerful tool for simulating long-term future climatic changes. The data 
presented here can be utilized in safety assessments for nuclear waste repositories. Depending on 
the application, the raw climate data produced by the emulator may not be sufficient, meaning that 
downscaling to regional or local scale may be required, and the temporal resolution of the data may 
need to be increased. A bias-correction downscaling technique has been applied here (and compared 
to a physical-statistical downscaling technique), increasing the spatial resolution of the climate 
data, but temporal downscaling is not addressed in this report. Suitably spatially and temporally 
downscaled data can be used to drive landscape-development or permafrost models which, due to 
the nature of the process of landscape development and the range of properties that affect it, need to 
be site-specific. Information about the future evolution of the site can then be used in assessments 
of long-term safety of the repository and help ensure that the level of exposure of humans and the 
environment to potential radioactive materials released from the repository are compliant with 
regulatory requirements.

Whilst future projections of SAT and precipitation have been presented in this report, a number of 
other climate variables have also been emulated to cover the next 1 Myr period, including soil tem-
perature and moisture, snow depth, wind speed, and total leaf area index (as a proxy for vegetation). 
These data, as well as the SAT and precipitation data, have been provided separately. As previously 
stated, the SAT projections for glacial conditions in the region of the sites that are presented in this 
report are potentially cold-biased by 1 to 3 °C, based on a comparison of the emulator results with 
the combined palaeo proxy and model reconstruction of Annan and Hargreaves (2013), i.e. if the 
palaeoclimate that was reconstructed using proxy data and models is correct then the local cooling 
and associated impacts (e.g. permafrost) may not be quite as severe as projected in this report.
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